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Summary

Flooding due to rivers exceeding their bankfull capacity was, is, and will be a major contrib-
utor to global flood risk, imperilling economic and societal development of often vulnerable
communities. To fathom the current situation but especially to plan mitigation and adaption
measures in the light of climate change and changes in flood risk, computer models simulat-
ing flood-triggering processes can provide the basis for decision-making and policy-making.
Since riverine flooding is a global issue, yet with locally varying dynamics, trends, and de-
velopments, employing models covering the entire terrestrial surface can facilitate detecting
hotspots of flood risk, analysing climate change scenarios, and decision-making in data-sparse
areas.

Even though global and large-scale inundation modelling as well as the development of rel-
evant modelling tools such as Global Flood Models (GFMs) has been advancing rapidly in the
last decade, there still lie challenges ahead. For instance, most GFMs employ either hydrologic
or hydrodynamic models as computational core, expediting some applications while impeding
others. Hydrologic models are designed to simulate the components of the (terrestrial) water
cycle but employ simple approximations of the complex Saint–Venant shallow flow equations.
Hydrodynamic models, on the other hand, solve higher-order approximations, but typically
depend on observed data as model forcing. Besides, hydrologic and hydrodynamic models
applied within GFMs differ in their spatial resolutions with the latter employing finer scales,
allowing for a better representation of topographical features. In a nutshell, each GFM has its
own distinct strengths depending on the development choices made, making them suitable
for some applications and less so for others.

In this thesis, I investigate how those strengths of different GFMs can be integrated in
a flexible and efficient way to compensate for model-specific shortcomings of other GFMs,
yielding synergetic effects. To that end, spatially explicit and online coupling – that is, on a
grid to grid basis and at the (sub)time step level – between models was established, first in
a proof-of-concept and later within the computational framework “GLOFRIM”. Currently, the
following models can be coupled: the hydrologic models “PCR-GLOBWB” and “wflow” as well
as the hydrodynamic models “CaMa-Flood”, “Lisflood-FP”, and “Delft3D Flexible Mesh”.

By means of GLOFRIM, the benefit of coupling hydrologic runoff simulations with hydrody-
namic routing for discharge and inundation extent estimates was assessed. Results obtained
in the Amazon River basin indicate that using the local inertia equations of hydrodynamic
models instead of the kinematic wave approximation of hydrologic models enhances simu-
lated discharge. It is particularly the timing of simulated peak flow – a critical measure for
eg. operational flood forecasting – that is greatly improved compared to observations: from
a time gap of few months to a few days. Utilzing output from a hydrologic model instead
of locally observed discharge furhermore results in a better accuracy of simulated discharge
volume. However, results also corroborate that the accuracy of simulated runoff, and there-
fore the choice of the hydrologic model itself, greatly defines the potential improvement by
model coupling. Consequently, this leaves us with the need to carefully assess the quality of
simulated runoff by hydrologic models and hence constitutes a major research goal for future
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improvements of global hydrologic models. After all, also the potential improvement through
model coupling is defined by the eternal modellers’ wisdom “garbage in, garbage out”.

Besides discharge, the influence of employing models differing in the complexity of the rep-
resented physical processes on simulated flood extent was assessed in the Ganges-Brahmaputra
basin. Results show that for accurate representation of floodplain inundation, explicit two-
dimensional flow simulations outperform more static post-processing approaches such as
downscaling of flood volume or inundation depth. What has to be kept in mind, however,
is that the spatial resolution needs to be sufficiently fine to make full use of the advantages
of two-dimensional flow simulations. As this goes hand in hand with longer run times, users
should think carefully beforehand whether they really need this level of model complexity.
Either way, the modular design of GLOFRIM supports the representation of different phys-
ical processes as the coupled models, and thus the total model complexity, can be defined
depending on the envisaged application.

In addition, GLOFRIM was applied to benchmark different hydrodynamic models by align-
ing all external model settings such as forcing and input data as well as boundary conditions.
Results show that internal model factors – such as gridding technique, routing dimension,
and channel-floodplain interaction – still have a marked impact on results even if all external
factors are aligned. Further research is needed to unravel how those internal processes are
responsible for differences in model results.

Since the gridding technique seems to have a marked impact on both simulated discharge
and simulated flood extent, various regular grids and flexible meshes were compared for
the Elbe River basin. Obtained results confirm previous results at smaller scales, indicating
that employing unstructured grids can be computationally efficient alternatives to regular
grids, but also require more a priori considerations due to the larger number of possible
mesh designs. It is especially their application for large-scale studies requiring fast and data-
inexpensive grid generation techniques which poses a challenge to accurate yet efficient flex-
ible mesh design.

Due to the wide range of GFM characteristics, recent studies show that there is only little
agreement if inundation maps are benchmarked. Hence, a better and especially more sys-
tematic analysis of the impact of differences of both internal and external factors is needed
to make output from global models more “actionable” for local end-users and reduce un-
certainty still associated with model output. As a solution, a cloud-based framework was
conceptualized to support the needed systematic validation and benchmarking of GFM out-
put. By providing standard model forcing data and performing validation and benchmarking
in a standardized manner, insight can be gained where and why which model performs better
or worse than others. Once it is understood which part of a GFM could be improved, it could
be replaced with the corresponding module of a better performing GFM via model coupling
as supported by GLOFRIM or other comparable frameworks. Eventually, this would allow for
the creation of GFMs depending on envisaged application and required model complexity.

Riverine flooding is a highly complex process driven by a wide range of factors. By first
better understanding each model’s strengths and shortcomings and subsequently integrat-
ing those models required to reflect the dominating processes, the simulation of inundation
events can be advanced. This thesis provides a first framework specifically designed for bench-
marking various models as well as the integration of models representing different levels of
complexity. The modular design of the framework supports the integration of even more phys-
ical processes (eg. waves and tides) but also non-physical dimensions (eg. human response
to floodings) which is essential to eventually perform the holistic flood simulations needed
for tackling the ramifications of current and future flood risk challenges world-wide.
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Samenvatting

Overstromingen van rivieren contribuert tot het mondiale overstromingsrisico, waardoor de
socioculturele en economische ontwikkeling van vaak kwetsbare gemeenschappen in gevaar
kan raken. Om zowel de huidige situatie beter te kunnen begrijpen als wel mitigatie en adap-
tatie maatregelen te kunnen plannen voor de toekomst, kunnen computermodellen inzicht
bieden. Aangezien overstromingen een mondiaal fenomeen zijn, alhoewel met regionale
verschillen in dynamiek, trend en ontwikkeling, zijn modellen die de hele aardoppervlakte
omspannen een goed middel om overstromings–hotspots te detecteren, klimaatscenario’s te
analyseren en het nemen van beslissingen in data-arme gebieden te ondersteunen.

Hoewel er op het gebied van het simuleren van overstromingen op globale schaal en het
ontwikkelen van tools zoals “Global Flood Models” (GFMs) grote stappen zijn gemaakt, zijn er
nog een hoop uitdagingen aan te gaan. De meeste GFMs gebruiken bijvoorbeeld óf hydrolo-
gische óf hydrodynamische modellen, elk met hun voor- en nadelen voor bepaalde toepassin-
gen. Hydrologische modellen zijn ontwikkeld om de componenten van de waterkringloop
te simuleren, maar gebruiken vrij simpele benaderingen van de complexe Saint–Venant stro-
mingsvergelijking. Hydrodynamische modellen maken gebruik van complexere derivaties
van de stromingsvergelijking, maar hun forcering (hun aandrijving) is vaak afhankelijk van
de beschikbaarheid en kwaliteit van lokale observaties. Daarnaast verschillen hydrologis-
che en hydrodynamische GFMs qua ruimtelijke resolutie, waarbij hydrodynamische mod-
ellen meestal met een hogere resolutie worden toegepast, wat het mogelijk maakt om gede-
tailleerde topografische kenmerken weer te geven. Al met al heeft elk GFM, afhankelijk van
de keuzes in model–opzet, zijn specifieke voor- en nadelen en is daardoor voor sommige
applicaties beter geschikt dan voor andere.

In dit proefschrift onderzoek ik hoe de sterke kanten van verschillende GFMs kunnen wor-
den geïntegreerd op een flexibele en efficiënte manier, waardoor model-specifieke nadelen
van andere GFMs kunnen worden gecompenseerd. Daarvoor werd een “spatially explicit”
(rekening houden met ruimtelijke variabiliteit) en “online” (synchrone uitvoering van de
modellen) koppeling tussen modellen opgezet; eerst als haalbaarheidsonderzoek en aanslui-
tend in vorm van het raamwerk “GLOFRIM”. Op dit moment kunnen de volgende modellen
met elkaar worden gekoppeld: de hydrologische modellen PCR-GLOBWB en wflow alsook de
hydrodynamische modellen CaMa-Flood, Lisflood-FP en Delft3D Flexible Mesh.

Met gebruik van GLOFRIM werd de toegevoegde waarde van het koppelen van hydrolo-
gische oppervlaktewater simulaties met de afvoerberekeningen van hydrodynamische mod-
ellen onderzocht. Resultaten laten zien dat de nauwkeurigheid van de gesimuleerde afvoer
is verbeterd door het gebruiken van hydrodynamische modellen. Vooral de timing van ges-
imuleerde piekafvoer in vergelijking met observaties gaat vooruit: van meerde maanden ver-
schil naar enkele dagen. Dit betekent een essentiële verbetering waarvan bijvoorbeeld de
vroegtijdige onderkenning van overstroming kan profiteren. De resultaten laten ook zien dat
het gesimuleerde oppervlaktewater, en dus de keuze van het hydrologisch model, bepalend
is voor de verbeteringen die bereikt kunnen worden door het koppelen van modellen. Het
is dus noodzakelijk om de kwaliteit van oppervlaktewatersimulaties kritisch te analyseren en
globale hydrologische modellen te verbeteren waar nodig en mogelijk.
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Naast rivier–afvoer werd ook de invloed van modelcomplexiteit op gesimuleerd overstro-
mingsgebied bestudeerd. Resultaten tonen dat tweedimensionale stromingsberekeningen
overstromingen nauwkeuriger simuleren dan methodes die gebruik maken van statische nabe-
werking van resultaten. Desondanks blijft het verstandig om voor elke toepassing een afweg-
ing te maken tussen extra complexiteit en de daarmee gepaard gaande langere rekentijden
of dat een simpelere aanpak ook voldoende kan zijn. Het modulaire design van GLOFRIM
ondersteunt beide opties omdat de gekoppelde modellen, en daardoor de algehele model-
complexiteit, afhankelijk van de geambieerde toepassing gedefinieerd kunnen worden.

GLOFRIM werd verder toegepast om verschillende hydrodynamische modellen met elkaar
te “benchmarken” (vergelijken) door het aanpassen van alle externe modelinstellingen zoals
forcering en randvoorwaarden. Resultaten geven aan dat interne factoren – zoals grid type,
stromingsberekeningen en rivier-overloopgebied interactie – invloed blijven houden op mod-
elresultaten, zelfs als alle externe factoren zijn bijgesteld. Meer onderzoek is daarom nodig
om beter te kunnen begrijpen hoe de verschillen tussen interne factoren kunnen worden ver-
bonden aan verschillen in modelresultaten.

Omdat het grid type een sterke invloed blijkt te hebben op zowel afvoer als overstromings-
gebied, hebben wij meerdere “regular grids” (grids met overal dezelfde vorm) en “flexible
meshes” (grids met verschillende vormen en grootten) met elkaar vergeleken. Resultaten
bevestigen de conclusies van eerdere studies die op kleine schaal waren toegepast, en laten
verder zien dat het gebruik van “flexible meshes” rekentijd kan besparen, maar vooraf meer
beslissingen vraagt in verband met de grotere mogelijkheden in grid design. Vooral de
noodzaak om zowel snelle als accurate en efficiënte designmethoden voor grids te gebruiken
is tegenwoordig nog een uitdaging voor de toepassing van “flexible meshes” op de grote schaal
en gebieden waar maar weinig lokale data beschikbaar is.

Recente studies hebben aangetoond dat modelresultaten van verschillende GFMs maar
deels overeenstemmen, waarschijnlijk door verschillen in de vele modelkarakteristieken van
GFMs. Het is daarom nodig om de invloed van externe en interne factoren van GFMs op een
systematische manier te onderzoeken. Zowel om de onzekerheid omtrent modelresultaten
te verminderen als om globale output beter begrijpelijk en toepasbaar te maken voor lokale
gebruikers. Als mogelijke oplossing werd een conceptueel raamwerk ontworpen waardoor de
nodige validatie en vergelijking van GMF output gefaciliteerd wordt. Door het beschikbaar
maken van forceringdata en uitvoering van gestandaardiseerde validatie en benchmarking,
kan nieuwe kennis worden opgedaan waar en waarom welk model beter is dan een ander
model. Het zal dan uiteindelijk niet alleen mogelijk zijn om minder presterende GFM mod-
ulen door de corresponderende module van een ander GFM te vervangen, maar ook om
overstromingsmodellen specifiek als functie van de beoogde toepassing te ontwerpen.

Overstromingen zijn bijzonder complex en gedreven door verschillende factoren. Door
eerst beter te begrijpen wat zowel de sterke als de zwakke kanten van modellen zijn en
aansluitend de modellen te integreren die de complexiteit van overstromingen het best re-
flecteren, kunnen wij overstromingssimulaties verbeteren. Dit proefschrift biedt een raamw-
erk aan dat specifiek is ontworpen om zowel modellen te vergelijken als wel modellen met
verschillende complexiteiten te integreren. Het design van het raamwerk maakt het mogelijk
niet alleen andere fysieke processen (zoals golven en getij) maar ook niet-fysieke processen
(zoals het menselijk gedrag naar overstromingen) toe te voegen aan de modelstructuur. Op
die manier zal het uiteindelijk mogelijk zijn de holistische overstromingssimulaties uit te vo-
eren die noodzakelijk zin om de complexiteit van het hedendaagse en toekomstige overstro-
mingsrisico op mondiale schaal aan te kunnen pakken.
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Zusammenfassung

Überschwemmungen von Flüssen (“fluviale Überflutungen”) sind maßgeblicher Bestandteil
des heutigen und zukünftigen globalen Überflutungsrisikos, da sie sowohl die ökonomis-
che als auch sozio-kulturelle Entwicklung von Gesellschaften gefährden können. Um nicht
nur die gegenwärtige Gefahr von Überflutungen besser begreifen, sondern auch um zukün-
ftig notwendige Schutz- und Anpassungsmassnahmen treffen zu können, bieten Computer-
Modelle eine adäquate Diskussionsgrundlage. Obwohl Überflutungen weltweit ein Risiko
darstellen, können Dynamiken, Trends und Entwicklungen lokal variieren. Im Gegensatz zu
regional begrenzten Modellen können globale Überflutungsmodelle dabei helfen Gefahren-
herde zu identifizieren, räumlich zusammenhängende Auswirkungen verschiedener Klimaszenar-
ien zu analysieren und Risikoabwägungen in Gebieten mit wenig verfügbaren Daten zu erle-
ichtern.

Obwohl im letzten Jahrzehnt globale fluviale Überflutungssimulationen und auch die En-
twicklung von entsprechenden “Global Flood Models” (GFMs; Globale Überflutungsmodelle)
grosse Fortschritte verbucht haben, gibt es noch eine Vielzahl an Herausforderungen. So
benutzen die meisten GFMs entweder hydrologische oder hydrodynamische Modelle, was
für manche Anwendungen förderlich, für andere wiederum nachteilig sein kann. Hydrol-
ogische Modelle wurden entworfen um die Komponenten des Wasserkreislaufes, wie zum
Beispiel Oberflächenabfluss, zu simulieren. Diese verwenden jedoch nur simple Approxima-
tionen der komplexen Saint–Venant Strömungsgleichungen. Hydrodynamische Modelle kön-
nen wiederum komplexere Strömungsgleichungen lösen, sind aber in der Regel auf gemessene
Daten zur Forcierung (zum Antreiben) angewiesen. Ausserdem unterscheiden sich die von
GFMs verwendeten hydrologischen und hydrodynamischen Modelle in Bezug auf ihre räum-
liche Auflösung, wobei letztere eine feinere Auflösung haben und dadurch in der Lage sind
topographische Merkmale besser darzustellen. Man kann also feststellen, dass jedes GFM, je
nach Entwicklungsentscheidungen, nicht für alle Anwendungen in gleichem Maße geeignet
ist.

In dieser These untersuche ich, wie die Stärken verschiedener GFMs auf eine flexible und
effiziente Art und Weise miteinander kombiniert werden können, um die Nachteile anderer
GFMs durch Synergieeffekte auszugleichen. Zu diesem Zweck wurden Modelle “spatially-
explicit” (durch eindeutige räumliche Zuordnung zusammengehörender Raster) und “online”
(bei zeitgleicher Ausführung der Modelle) gekoppelt; zuerst in einer Machbarkeitsstudie und
anschließend im Rahmenwerk GLOFRIM. Derzeit können mit GLOFRIM die folgenden Mod-
elle integriert werden: die hydrologischen Modelle PCR-GLOBWB und wflow sowie die hy-
drodynamischen Modelle CaMa-Flood, Lisflood-FP und Delft3D Flexible Mesh.

GLOFRIM wurde angewandt um den Mehrwert des Kombinierens von hydrologischem
Oberflächenabfluss (“runoff”) mit hydrodynamischen Strömungsberechnungen zu bewerten,
um Durchfluss (“discharge”) und Überflutungsausmaß (“inundation extent”) von Flüssen
genauer simulieren zu können. Resultate zeigen, dass bei Verwendung von hydrodynamis-
chen Modellen die Genauigkeit des simulierten Durchflusses profitiert. Vor allem das Timing
des simulierten Spitzendurchflusses wird im Vergleich zu gemessenen Werten verbessert: von
mehreren Monaten Differenz zu einigen Tagen. Diese Verbesserung kann entscheidend sein,
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zum Beispiel für das rechtzeitige Auslösen von Frühwarnsystemen. Gleichzeitig zeigen die Re-
sultate jedoch auch, dass die eben genannte Verbesserung der Genauigkeit, die durch Integra-
tion hydrodynamischer Modelle möglich ist, von der Genauigkeit des Oberflächenabflusses,
und damit der Wahl des hydrologischen Models, abhängt. Es ist daher notwendig die Qualität
der Oberflächenabflussberechnungen von hydrologischen Modellen sorgfältig zu analysieren
und gegebenenfalls die Modelle zu verbessern.

Es wurde ebenfalls untersucht wie das Verwenden verschiedener Modelle, die sich bezüglich
der Komplexität der simulierten physikalischen Prozesse unterscheiden, das simulierte Auss-
maß von Überflutungen beeinflusst. Ergebnisse zeigen, dass für eine genaue Wiedergabe von
Überflutungen explizite zweidimensionale Simulierungen vorteilhaft sind. Daraus fließt fort,
dass es wichtig ist im Voraus ab zu wägen ob die längere Simulationszeit, die für diese zweidi-
mensionalen Berechnungen nötig ist, vertretbar ist oder ob das benötigte Prozessverständnis
auch mit einfacheren Mitteln zu beschaffen ist. GLOFRIM kann ob seines modulären De-
signs in beiden Fällen eingesetzt werden. Indem Modelle in Abhängingkeit von der geplanten
Anwendung und der maßgebenden physikalischen Prozesse miteinander integriert werden
können, ist es möglich verschiedene Komplexitätsgrade abzubilden.

GLOFRIM wurde zudem angewandt um verschiedene hydrodynamische Modelle zu “bench-
marken” (zu vergleichen). Zu diesem Zweck wurden alle externen Faktoren, zum Beispiel
Forcierung und Randbedingungen wie etwa der Meeresspiegel, in allen Modellen angeglichen.
Resultate zeigen, dass interne Faktoren wie die Generierung des Modelrasters, numerische
Prozesse oder die simulierte Interaktion zwischen Fluss und Auen starken Einfluss auf Mod-
elresultate haben, selbst wenn externe Faktoren angepasst sind. Um die bestehenden Un-
terschiede zwischen Ergebnissen verschiedener Modelle an die Unterschiede zwischen den
internen Faktoren dieser Modelle zu knüpfen ist daher die Notwendigkeit für weitergehende
Forschung angezeigt.

Da die Art wie Modelraster generiert werden simulierten Durchfluss und Überflutungsge-
biet beeinflusst, wurden diverse “regular grids” (gleichförmige Raster) und “flexible meshes”
(in Größe und Form varierende Raster) miteinander verglichen. Resultate bestätigen frühere
Studien und indizieren außerdem, dass “flexible meshes” zwar recheneffizient sind, aber ob
der größeren Möglichkeiten auch mehr vorhergehende Abwägungen benötigen. Vor allem
bei der Anwendung für großflächige Studien in womöglich datenarmen Gebieten ist eine ein-
erseits schnelle und datenunaufwändige und andererseits akkurate als auch recheneffiziente
Generation von “flexible meshes” derzeit noch herausfordernd.

Ob der verschiedenen GFM Charakteristiken stimmt das Ausmaß simulierter Überflutungs-
gebiete nur teilweise zwischen Modellen überein. Eine systematischere Analyse der Unter-
schiede von externen und internen Faktoren ist daher notwendig, um die Ergebnisunsicher-
heiten zu reduzieren und dadurch die Ergebnisse globaler Modelle besser für lokale Benutzer
begreifbar und benutzbar zu machen. Als potentielle Lösung wurde ein Rahmenwerk konzep-
tualisiert, das das notwendige systematische Validieren und Vergleichen von GFM Resultaten
ermöglicht. Durch das Bereitstellen von Standardforcierung sowie das Durchführen von
standardisierter Validierung und Vergleich von Modelresultaten können Einsichten gewon-
nen werden wo und warum welches Model besser abschneidet als andere. Sobald man ein-
schätzen kann welcher Teil eines GFMs Verbesserungspotential hat, kann er mit dem korre-
spondierenden Modul eines besser abschneidenden GFMs ersetzt werden, zum Beispiel durch
das Kombinieren verschiedener Modelle oder Module.

Fluviale Überflutungen sind äußerst komplexe Prozesse und werden von einer Vielzahl Fak-
toren beeinflusst. In dem man erst die Stärken und Schwächen jedes Models analysiert und
anschließend die Modelle integriert, die nötig sind um die Komplexität der maßgebenden
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physikalischen Prozesse darzustellen, kann die Simulation von Überflutungen verbessert wer-
den. Die vorliegende Arbeit stellt ein Rahmenwerk bereit, das spezifisch entworfen wurde
um unterschiedlich entworfene Modelle zu vergleichen und zu integrieren. Es ist dabei so
strukturiert worden, dass auch weitere physikalische (zum Beispiel Wellen und Gezeiten)
aber auch nicht-physikalische Prozesse (zum Beispiel die menschliche Reaktion auf Überflu-
tungen) integriert werden können. Auf diese Art und Weise können die holistischeren Über-
flutungssimulationen durchgeführt werden, die nötig sind um die Herausforderungen von
heutigem und zukünftigem Überflutungsrisiko weltweit angehen zu können.
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Chapter 1

Introduction

1.1 Background
Flood events were, are, and will be a major hydrologic hazard. There have been reports
about large areas of land being inundated already in ancient times, even without taking the
Noachian deluge (Eusebius, 405AD) into account. For a number of rivers, such as the Nile
and the Yellow river, such ancient events nowadays termed paleofloods, have been dated back
for millennia using tree rings or sediment cores (cf. Baker (1987), Baker (2006), Ballesteros-
Cánovas et al. (2015), Bell (1970), Greenbaum et al. (2014), and Huang et al. (2010)).

Affected cultures learned to live with the river and kept their damages manageable by not
placing valuable assets in the regularly inundated floodplain. In time, however, construction
along rivers and oceans increased as these locations were needed for trade, livelihood, and
military power to guarantee further socio-economic development. Consequently, protection
against riverine and coastal flood events was needed and dikes were built to avoid major
economic and cultural setbacks or even complete societal collapse (Zhang et al., 2005). De-
spite the protection of the already present assets, the resulting so-called “levee effect”, “safe
development paradox” or “safety dilemma” (Di Baldassarre et al., 2018) often also leads to in-
tensified settlement along water bodies, further increasing the value at risk (cf. Di Baldassarre
et al. (2009), Collenteur et al. (2015), and Mård et al. (2018)).

In recent decades, casualties and economic damage due to riverine flooding world-wide
increased greatly although varying in the numbers reported (Ward et al., 2013; Hirabayashi
et al., 2013; Jongman et al., 2012). This development cannot solely be attributed to continued
urbanization on flood-prone areas along water bodies (Mård et al., 2018; Ceola et al., 2014),
but also the impact of climate change and the associated changes in meteorological patterns
are causing shifts in flood damage (Winsemius et al., 2016; Hirabayashi et al., 2013).

As a result, flood hazard, associated flood risk as well as mitigation and adaption measures
are hot topics and therefore acknowledged in several global frameworks. These frameworks,
such as in the United Nations Framework Convention on Climate Change (UNFCCC) or the In-
tergovernmental Panel on Climate Change reports (IPCC, 2014), not only provide an overview
and address challenges of climate change in general but also specifically of disaster risk and
their reduction, for example in the Sendai Framework (UNISDR, 2015b).

While the global picture shows an overall increase in future flood risk, there are marked
regional differences. For instance, higher income countries even show a decrease in vulnera-
bility and thus are less susceptible to flood events, leading to reduced flood risk if normalized
with the Gross Domestic Product (GDP) (Jongman et al., 2015). Research by Winsemius et al.
(2016) furthermore shows that for some regions, flood risk may decrease as consequence of
climate change (eg. in the Volta basin) or socio-economic development (eg. in the Amazon
basin), meaning that economic activities concentrate to a lesser extent in floodplain areas in
the future. For most regions, however, both increased urbanization and climate change in-
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crease predicted future flood risk, such as the Mekong basin and the Lena basin, respectively
(Figure 1.1).

Figure 1.1: Projected change in economic risk until 2080 in the Fossil fuel-based development projection. A,
The ratio of annual urban damage over the basins total GDP per year under No flood protection standards
(FPS) conditions. B, Same as a but for Partial FPS conditions. Note that the scales of the circular diagrams of
A,B are different due to the large difference between No FPS and Partial FPS conditions. The grey left halves
of the circles represent the current risk, with estimated uncertainty bounds in black lines. The right half of the
circles represents future risk. The relative sizes of the two different colours represent the relative contributions
of climate change and socio-economic change to risk increases or decreases. The percentage for each basin
indicates the increase in the risk metric displayed from the present day (2010) to 2080. From Winsemius
et al. (2016).

Also, research showed that larger flood events cannot be seen as mere national or catch-
ment issues but have to be treated in an international context as they often affect multiple
countries simultaneously due to their origin in large-scale atmospheric circulations (Jongman
et al., 2014). Consequently, fluvial flood risk should be considered as a multi-lateral prob-
lem to establish optimal management practices involving all countries along the entire river.
Examples are the International Commission for the Protection of the Rhine (IPCR), the Inter-
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national Commission for the Protection of the Danube River (ICPDR) or the Mekong River
Commission (MRC).

To allow comparison of flood risks between climatic and economic regions as well to predict
the impact of large flood events across borders, models covering the entire earth surface are
developed, so-called Global Flood Models (GFMs). By now, there is a range of GFMs publicly
available. The most common GFMs are according to Trigg et al. (2016): GLOFRIS (Winsemius
et al., 2013), JRC (Dottori et al., 2016), CIMA-UNEP (Rudari et al., 2015), Fathom (Sampson
et al., 2015), ECMWF (Pappenberger et al., 2012), and CaMa-Flood (Yamazaki et al., 2011).
See section 1.4.2 for more details about the individual model set-ups and properties.

As the added value of GFMs is acknowledged, they have found application in policy and
decision-making. For instance, CIMA-UNEP was used for the Global Assessment Report of the
United Nations Office for Disaster Risk Reduction (UNISDR, 2015a), the JRC model is linked
with the operational Global Flood Awareness System (GloFAS, 2018), and GLOFRIS is the
computational basis of the “Aqueduct Floods” tool developed by the World Resources Institute
(Aqueduct Global Flood Analyzer 2019). GFMs thus not only provide scientific explorations
of what is technically possible, but also are highly application-oriented products aiming at
assessing the consequences of flood events for societies now and in the future.

Hence, the results of GFMs need to fulfil high requirements of model output accuracy.
However, each GFM inherently has its own characteristics and hence advantages and disad-
vantages depending on the developers decisions. For example, some models employ global
hydrologic models (GHMs) as computational core, typically simulating the global water bal-
ance at coarse spatial resolution, whereas others use hydrodynamic models, computing sur-
face flow at much fine spatial resolution than GHMs. The causes for inundations are a combi-
nation of several location-dependent factors, inter alia increased precipitation, soil saturation,
channel and embankments dimensions, and backwater effects. Consequently, not every GFM
is, depending on its computational core, equally suitable for certain applications as they may
not be able to represent the relevant physical processes, boundary conditions, and model forc-
ing for a given case and at a sufficient spatial resolution. Therefore, the need arises to further
improve current global flood modelling practices by advancing their output accuracy as well
as breadth of applicability.

One avenue to advance the accuracy of physically-based model output is model coupling.
By combining processes from different models in a smart way, advantage can be taken from
the individual model strengths whilst model weaknesses would be compensated for. Some of
the issues associated with the GFM specific properties could therefore potentially be solved
by coupling the model components of different GFMs which excel at their specific objective,
creating a new flood model. For example, a coarse-resolution hydrologic model calculating
surface runoff could be utilized to force a hydrodynamic model for improved flood wave
simulations and inundations maps at a finer spatial resolution. By forcing hydrodynamic
models with hydrologic output, it becomes easier to represent the impact of climate change on
meteorology and in turn predict future flood hazard as well. Vice versa, subjecting floodplain
inundation in hydrodynamic models to hydrologic processes such as groundwater infiltration
and evaporation could improve simulations in areas where those processes are essential, such
as the Niger Inland Delta (cf. Dadson et al. (2010), Mahe (2009), and Mahe et al. (2009)).

Reflecting the wide range of computer models and possible applications available, there are
several technical ways to couple models and it is of course not limited to inundation mod-
elling only. Amongst others, hydrologic, hydrodynamic, glacier, atmospheric, and groundwa-
ter models were coupled in different ways and different combinations (section 1.3). While
certain model combinations may be advantageous, other combinations may not improve flood
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simulations. With an ensemble of GFMs available now, it would first be required to make an
inventory of why certain models outperform others and how underlying model process de-
scriptions could be supplemented with other model routines in a smart and lean way. So far,
such a systematic analysis of GFMs is still limited to few studies (Trigg et al., 2016; Bernhofen
et al., 2018) and thus establishing a GFM validation platform may not only be a step to-
wards more systematic GFM assessments, but would also facilitate analysing potential model
coupling designs.

Better informed model coupling strategies are key as the processes to be integrated across
may differ per application in mind. For instance, large-scale routing applications would not
require the detailed representation of floodplain elevation and channels while locally appli-
cable inundation modelling could not do without it. Once we obtain a clearer picture where
which process dominate, smart and objective-oriented model coupling of GFM components
may help producing a new generation of flood hazard estimates and, in turn, planning of
mitigation and adaption measures.

1.2 General research objectives

Based on the preceding section, the research objectives of this thesis are formulated as:

1. Establish a flexible end-user oriented scientific software framework to facilitate integration
across physical processes, spatial resolutions, and flood hazard drivers.

2. Improve the understanding of how model discretization as well as the complexity of simu-
lated physical processes influence simulated discharge and inundation extent.

1.3 Model Coupling in Hydrologic Sciences

Model coupling itself is a proven technique – not only for flood modelling purposes, but
also in earth system sciences in general and its subsidiary fields of climate science, carbon
and vegetation modelling, and hydrology (Bierkens, 2015). For instance, hydrologic or land
surface models have been coupled with atmospheric models (Butts et al., 2014; Zabel and
Mauser, 2013). Other examples show coupling between a glacier and a land surface model
(Naz et al., 2014; Zhao et al., 2013) or of a groundwater and hydrologic model (Sutanudjaja
et al., 2014; Maxwell and Miller, 2005). It is also possible to combine different hydrodynamic
models (Alarcon et al., 2014).

Yet, there are different ways how models can be coupled. Hereafter, a brief overview of
different coupling strategies and their technical implementations is provided.

1.3.1 Coupling strategies and applications
Based on reviewed literature, three categories are here defined and outlined briefly. A major
constraint thereby was that many studies couple models but do not specify which methods
were used to establish links between models. To fit within the scope of this thesis, we decided
to differentiate between external, internal, and flexible coupling. It must be noted though that
there are multiple, not necessarily corresponding, definitions of model coupling strategies as
well (for instance by Morita and Yen (2002) who discern simultaneous, alternating iterative,
and external coupling).
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External coupling: output files are input files
A simple model coupling cascade can be established by using the output files from model A
as input files for lateral inflows into model B as done in various studies (cf. Biancamaria et al.
(2009), Felder et al. (2018), Lian et al. (2007), and Schumann et al. (2013)). While such an
approach should yield identical results as other more complex coupling strategies, output and
input files are often aligned using auxiliary scripts which renders external coupling inflexible
if the coupling design should change. An example of reading from model output files in
a standardized framework is the Delft-FEWS system (Werner et al., 2013) where files are
stored in XML format as proposed by Kokkonen et al. (2003). Also, computational efficiency
is hampered due to increased efforts required for file input/output (I/O) operations. Since
models have to be run consecutively, computational efficiency is further reduced, which is
particularly disadvantageous for large-scale applications.

Model A

Model B

Variable X

Variable Y

write to
txt-file

read 
 txt-file

Figure 1.2: Simplified visualization of the external coupling approach where output from model A is first
saved to file (here exemplified with a txt-file) and subsequently used as input file to model B.

Internal coupling: explicitly merging and hard-coding processes
In case the processes of two models shall be merged for one specific purpose, hard-coding
the equations, processes, and dependencies of different models into one is an option. While
internal (also named “tightly-coupled”) approaches allow for fully controlling the modelling
process, they require consistent internal conventions (eg. for data structures) within the
models (Jiang et al., 2017). As a consequence, internal coupling is in most cases likely to
require more work than external coupling. However, once the coupling is established, no
alignment and storage of output and input files is needed anymore. Internal coupling is
favourable if the coupling is designed for one bespoke application but reaches its limits rather
quickly if alternative objectives are pursued as flexibility is curbed.

Such coupling was applied by, for instance, Sutanudjaja et al. (2014) who established a link
between the bucket-type groundwater storage of PCR-GLOBWB (Sutanudjaja et al., 2018; van
Beek et al., 2011) and the groundwater model MODFLOW (Harbaugh et al., 2000). Similarly,
Maxwell and Miller (2005) coupled the Common Land Model with the groundwater model
Parflow (Ashby and Falgout, 1996). Other examples comprise the work of Davison et al.
(2018) who dynamically coupled the HydroGeoSphere (Brunner and Simmons, 2012) model
with the Weather Research and Forecasting model.

Flexible coupling: exchanging information via interfaces
This “loosely-coupled” approach provides most freedom to applicants as the coupling scheme
between models can be defined depending on the studys objective. Since all processes of the
coupled models are executed near-simultaneously, it comes closest to full coupling (Morita
and Yen, 2002). However, it also requires most preparatory work as interfaces and frame-
works are needed to communicate with and between models. On the upside, the internal
model structure can remain unchanged as only interfaces have to be established (Jiang et al.,
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Model A

Model B

compute
Variable X

use
Variable X 

Figure 1.3: Simplified visualization of the internal coupling approach where code of models A and B are
combined, and variable information exchanged within the newly created coupled model.

2017). By coupling models via interfaces, they can be executed (near-)simultaneously, which
is beneficial from a run time perspective as well as for implementing dynamic feedback loops
on a time step basis.

Typically, Environmental Modelling Frameworks (EMFs) such as the Earth System Modeling
Framework (ESMF; Hill et al. (2004)), Object Modeling System (OSM; David et al. (2013)),
OpenMI (OpenMI (2018); see section 1.3.2) or Basic Model Interface (BMI; Peckham et al.
(2013); see section 1.3.2) follow this approach as it provides most freedom in design and
execution. As such, the flexible coupling approach is widely used in efforts to couple different
models and model components.

For instance, the HIRHAM regional climate model was coupled with the hydrologic model
MIKE SHE by using OpenMI (Larsen et al., 2014). Another example is the Web Modeling Tool
(https://csdms.colorado.edu/wmt/) and the PyMT toolkit (https://csdms.github.io/pymt/),
both developed by the Community Surface Dynamics Modeling System (CSDMS). Currently
being in the start-up phase, coupling various models via standardized interfaces is the goal
the eWaterCycle2 project (Hut et al., 2018). The ESMF was used to establish the Earth
System Prediction Suite (ESPS) integrating various U.S. weather and climate models and
model components (Theurich et al., 2015). Since models can communicate via interfaces,
they can also be executed via web services (Jiang et al., 2017; Castronova et al., 2013b).

Model A Model B
retrieve
Variable

X

align if
required 

change 
 Variable

Y

Interface
Model A

Interface
Model B

Figure 1.4: Simplified visualization of the flexible coupling approach where variable information of model A
is retrieved, aligned to meet requirements of model B, and added to model B via model interfaces.

So far, the benefits of model coupling for inundation modelling have only been shown
in bespoke showcase studies (eg. Zischg et al. (2018) and Felder et al. (2017)) or were
designed as a proof-of-concept. Despite the great potential of model coupling to advance
global flood modelling, no study yet exists investigating the possibilities and limitations of
such an approach. Therefore, it was necessary to establish a standardized coupling framework
to gain insight on how different flexible coupling set-ups compare with each other. Answering
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research question 1 will show to what extent such frameworks have added value for large-
scale inundation modelling. To develop ways how the gained insights can be translated into
more physically-based and hence better-informed flood hazard estimates simulated by GFMs,
research question 2 is formulated.

1.3.2 Technology for exchanging model information
There are different ways on how model information can be exchanged between models. Here,
we want to focus on two common interfaces, namely the Open Modeling Interface (OpenMI)
and the Basic Model Interface (BMI). Discussing other EMFs in detail is outside the scope of
this thesis.

Open Modeling Interface (OpenMI)
The Open Modeling Interface (OpenMI) Standard is a software component interface defini-
tion (OpenMI, 2018). It is an OGC (Open Geospatial Consortium) standard and thus inte-
grates well with other standards acknowledged by the OGC. OpenMI was originally designed
to facilitate the simulation of interacting (environmental) processes by enabling independent
models to exchange data per time step. Model components complying with the OpenMI stan-
dard can, without any programming, be coupled to OpenMI modelling systems.

To make a model OpenMI-compliant, at least two files (typically in XML-format) must be
defined a priori to the model run: the omi-file describing the OpenMI-compliant models and
component-related information, and the opr-file specifying the data exchange between the
components (Becker and Burzel, 2016). With the files, it is distinguished which models are
exchanging which variable and how.

As the OpenMI standard already exists for many years, the number of models being com-
pliant is extensive. Inter alia, the SOBEK model of Deltares (https://www.deltares.nl/en/
software/sobek/) and the MIKE models of DHI (https://www.mikepoweredbydhi.com/) can
all be coupled using this standard. Besides, it is applied in several studies exploring possibili-
ties of coupling models of different origin and purpose (cf. Becker and Burzel (2016), Becker
and Talsma (2014), Buahin and Horsburgh (2018), Castronova et al. (2013a), and Larsen
et al. (2014)).

Basic Model Interface (BMI)
The Basic Model Interface (BMI; Peckham et al. (2013)) is a set of functions facilitating a
structured and uniform way to advance a models state. It was originally developed to en-
able the model coupling framework of the “Community Surface Dynamics Modelling System
(CSDMS)”. Each model being coupled in this way requires a model-specific BMI to provide
the necessary information about model grid, variable names, time, and so forth. Adding the
BMI to (existing) model code is non-invasive and therefore the overall model functionality
is not altered even if BMI functions are not used. Before the BMI functionality can be used,
the needed information must be exposed via dedicated code. Once this is achieved, model
coupling via BMI is framework-agnostic, increasing the models versatility. Also, the functions
provided allow for a fine-grained control over model time stepping and variable states. By
being based on functions instead of files, the BMI allows for interactive modelling and thus for
more flexibility in altering the coupling structure compared to the OpenMI standard where the
exchanges have to be defined unchangeably before the simulation commences. Even though
the BMI is applicable in any programming language (eg. Fortran), it may be necessary to add
a “wrapper”, translating it to another, central coupling language (eg. Python).

So far, the BMI was applied in several studies but is not (yet) as widespread as the OpenMI.
For instance, it was already tested within a Experimental Modeling Environment for Linking
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and Interoperability (EMELI) (Peckham, 2014) whose aim is to facilitate smart and auto-
matic coupling of self-describing models. Similarly, the BMI concept was employed to couple
different model at the time-step level, for example river morphology and ocean dynamics
(Ratliff et al., 2018). Recently, EMELI-Web was developed allowing for model coupling via
BMI-compliant web services (Jiang et al., 2017). Work is on-going to provide interoperability
between BMI and OpenMI to further advance the integration models and model components
(Goodall and Peckham, 2016).

1.4 Global Flood Modelling

1.4.1 Global Flood Modelling – Why and why not?
With flood hazard and risk becoming increasingly important for global stakeholders (for ex-
ample re-insurance industry, financial institutions or aid organizations), the development and
application of GFMs increased too. Since GFMs were and are developed with specific objec-
tives in mind, the benefits and challenges of their application in contrast to other models (eg.
local-scale model) should be discussed (see Table 1.1 for a SWO analysis).

For instance, GFMs can help identifying hotspots where current or future flood risk requires
mitigation or adaption measures (Ward et al., 2015). Based on such assessments, more de-
tailed analyses can be conducted to further delineate possible realizations of flood risk by
employing local-scale models. Related to that are more operational versions of GFMs, allow-
ing for detecting areas at risk of flooding based on meteorological forecasts such as GloFAS
(Alfieri et al., 2013; Emerton et al., 2018). Such information is pivotal to duly initialize
preparatory actions aimed at mitigating consequences, for example the distribution of protec-
tion and aid goods, or other measures such as forecast-based financing (Jjemba et al., 2018;
Coughlan de Perez et al., 2015). GFMs can provide fast estimates of flood hazard and risk
for countries, regions, and provinces which do not have a detailed local flood model in place.
Such information is essential in data-sparse countries to stimulate stakeholder involvement
and to facilitate decision making.

Another reason for applying GFMs is that most major flood events (such as the Elbe or
Danube flood event in 2009 and 2012, respectively) are trans-national hazards and can affect
several countries simultaneously. As fluvial flood events are mostly triggered by large-scale
synoptic meteorological events, using global models allows for a seamless representation of
both cause and effect of floods which otherwise would not be possible with limited local or
regional modelling approaches (Ward et al., 2015; Alfieri et al., 2018). Pappenberger et al.
(2012) points out that tiling (that is, the combination of flood maps from different model
sources) should be avoided as it introduces uncertainties associated with resolution, input
data, boundary conditions, and so forth.

Despite these advantages, there are still several challenges associated to the current ver-
sions of GFMs. One of the main challenges is that robust information on flood protection
measures such as dikes or other small flood-controlling features are missing in most global
models, although first attempts to catalogue protection standards were made (Scussolini et
al., 2016). Depending on local and flood wave properties, this may paint an erroneous pic-
ture of flood risk as it a) may be overpredicted and b) spatial patterns may be shifted (Triet
et al., 2017). Similarly, urban inundation cannot be resolved sufficiently well yet with the
current generation of models due to the lack of information about man-made structures such
as culverts, railway levees or ditches. In terms of boundary conditions, only few global models
are capable of accounting for dynamic sea level boundaries, although this represents a major
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Strenghts and opportunities Weaknesses

Hotspot identification Local flood risk assessments
Climate change assessments No/little representation of hydraulic structures
Application in data-sparse areas Urban inundation modelling
starting point for local developments

Table 1.1: Strengths, weaknesses, and opportunities (SWO) analysis of GFMs.

driver of flooding due to compound events, ie. the coincidence of different hazards such as
high river discharge and high sea levels (Ikeuchi et al., 2017; Ward et al., 2018).

A further challenge is to convey the information GFMs produce, particularly if the user
acts at a different, mostly smaller, spatial scale. Using output from GFMs at a regional or
local scale may be difficult as many processes and data, which local decision-makers may
find relevant, are not implemented or not represented at a locally relevant accuracy (Ward
et al., 2015). Besides, many GFMs run at spatial resolutions which are not sufficient for
stakeholder involvement (Beven et al., 2015). Recently, GFMs evolved towards even finer
spatial resolutions, although being merely applied for the Continental United States (CONUS)
(Wing et al., 2017; Wing et al., 2018; Quinn et al., 2019) and at high computational costs.
Making GFM output actionable is therefore one of the main challenges the global flood risk
community is facing (Global Flood Partnership, 2016, 2017).

1.4.2 Global Flood Models – an overview
Currently the most fully developed and openly accessible state-of-the-art GFMs are CaMa-
Flood, GLOFRIS, JRC, CIMA-UNEP, as well as the Fathom and the ECMWF model. Even
though all models compute inundation maps at various return periods, they can be subdivided
into two main categories (see Figure 1.5). For detailed information of common and different
aspects, please consult the supplementary material of Trigg et al. (2016).

Those belonging to the climate cascade models usually force a land surface model (LSM)
or global hydrologic model (GHM) with meteorological data, often reanalysis products such
as ERA-Interim or ERA5. Simulated runoff is then routed (either as part of the LSM/GHM
or with an additional model) and resulting discharge is used to perform a stochastic flood
frequency analysis. Besides, obtained inundation maps can in some cases downscaled to finer
spatial resolutions in a post-processing step.

Models employing gauged flow data follow a different approach. They typically make use
of observed streamflow data and create synthetic flood waves with certain return periods
(magnitudes) based on a regional flow frequency analysis. The obtained flood waves are then
used as upstream boundary conditions for river and floodplain flow simulations, resulting in
flood extent and depth estimates corresponding to the return periods used for flood wave
generation.

In a nutshell, the different operations at various model stages portrayed in Figure 1.5 re-
sult in a range of modelling approaches, each one using its own input data (for example
meteorological forcing or flood wave with specific return period) and methods of calculating
floodplain inundation.

This range of modelling approaches has consequences on how runoff is routed along a
channel network and subsequently on resulting inundation maps. It is thus paramount to
understand how differences in routing scheme may affect simulation results and whether the
applied scheme is fit for the envisaged application. Moreover, the way GFMs are discretized
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in terms of input data and spatial resolution differs per modelling approach. While input data
is often defined by what is available, the chosen spatial resolution is a deliberate decision of
the developer. For instance, GLOFRIS runs at a 30 arc-min spatial resolution (that is, around
50 km x 50 km at the Equator) before post-processing and downscaling to 1 km, whereas the
Fathom model yields output directly at 90 m. What is therefore relevant to know is whether
and how the currently followed model discretization approaches affect simulation results and
if there are possible ways forward in case that is needed.

Figure 1.5: Modelling steps required for the two sub-categories of global flood models; from Hoch and Trigg
(2019), based on Trigg et al. (2016)

The different flavours of routing
As mentioned above, different GFMs employ different routing schemes. The coarse spatial
resolution and large domain of LSMs or GHMs impedes employing the full shallow water
equations or Saint-Venant equations. Instead, they often must limit themselves to simpler
approximations, such as the kinematic wave equation. Hydrodynamic models, for instance
CaMa-Flood or the LISFLOOD-FP model driving the Fathom GFM, can account for more physi-
cal processes by solving higher-order approximations such as the local inertia equations (Bates
et al., 2010).

Both hydrologic and hydrodynamic models solve (parts of) the depth-averaged Saint–
Venant equations (or “shallow water equations”) of continuity (Eq. 1.1) and momentum
(Eq. 1.2) (Chow et al., 1988), either in longitudinal direction only (1D models) or addi-
tionally in latitudinal direction (2D models) (Dimitriadis et al., 2016).

In the continuity and momentum equations, Q denotes discharge [m3 s−1], A the wetted
area [m2], g the gravitational acceleration [m s−2], h the water depth [m], z the bed elevation
[m], R the hydraulic radius [m], and n the Mannings friction coefficient [m−1/3 s].

δA

δt
+

δQ

δx
= 0 (1.1)

δQ

δt
+
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δx
+ gA

δ(h+ z)

δx
+

gn2|Q|Q
R4/3A

= 0 (1.2)
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The first, second, third, and fourth term of the momentum equation (Eq. 1.2) represent the
local acceleration, advection (or convective acceleration), water slope (gravity and pressure
term), and friction slope, respectively.

Compared to the full shallow water equation, the local inertia equation assumes that the
advection term of Eq. 1.2 is negligible compared to the other three terms. The kinematic
wave approximation further simplifies flow description by assuming that flow is uniform, and
that the friction slope follows the water slope.

Because of these simplifications, LSMs and GHMs lack important discharge dynamics com-
pared to hydrodynamic models, especially for flat areas where ignoring the water level and
pressure slope is insufficient. This is shown by previous research illustrating that simulating
full hydrodynamics is important to capture flood-triggering processes such as backwater ef-
fects (Meade et al., 1991; Moussa and Bocquillon, 1996) and peak discharge (Zhao et al.,
2017). Running GHMs at a spatial resolution sufficiently fine to sensibly apply higher-order
approximations is, however, currently still a “grand challenge” due to limits in computational
power, data for constraining the model, and the risk of trading resolution as accuracy, as dis-
cussed in several contributions (cf. Beven et al. (2015), Beven and Cloke (2012), Bierkens
et al. (2015), Bierkens (2015), and Wood et al. (2011)).

As outlined above, one possible avenue to overcome the issue of requiring large-scale hy-
drologic simulations and their seamless output across boarders as boundary conditions on the
one side and advanced routing schemes including flood-triggering processes on the other side
is hydrologic-hydrodynamic model coupling. Research question 3 therefore aims at identify-
ing the potential benefit of such hydrologic-hydrodynamic coupling for large-scale flood wave
propagation.

Differences in model grids
As mentioned before, the discretization of models of GFMs can influence results and thus a
few words should be spent on the role of spatial resolution and grid design for large-scale
inundation modelling.

Except for CaMa-Flood, which makes use of unit catchments, the hydrologic and hydrody-
namic models driving the above-listed GFMs typically employ uniform regular grids. Regular
grids do have the advantages that input resolution can be aligned with model resolution and
that the quality as well as uncertainty of model output does not differ spatially within a dis-
cretization (Savage et al., 2016a; Savage et al., 2016b).

The application of regular grids, however, is not necessarily the computationally most ef-
ficient approach as fluvial inundations often occur in a fraction of the model, typically close
to the river channels. One viable approach to achieve a more computationally efficient dis-
cretization is the use of flexible meshes (also named unstructured grids). By means of flexible
meshes, cells can have various geometrical shapes (triangles, rectangles, heptahedron, and
so forth) and sizes. Employing flexible meshes hence has the advantage that only for areas
where dynamics are important, for example floodplains, river bends or areas with a strong
concentration of exposure, a fine spatial resolution is employed, while for other less impor-
tant cells a larger grid size can be applied, yielding a reduction in run time (Figure 1.6; Castro
Gama et al. (2013)).

Flexible meshes themselves are not a novelty as such. In fact, there are several hydro-
dynamic models employing them (for instance ParBreZo or TELEMAC). However, they are
mostly applied to local studies (Schubert et al., 2008; Horritt and Bates, 2001b) making
use of a sumptuously designed mesh, which requires detailed local data and, hence, renders
them not fully transferrable to global studies where often only little data is available. Since
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Figure 1.6: Visualization of differences in required grid cells between regular grid (top) and flexible mesh
(bottom) for a part of the Elbe river (also see chapter 4); flood-prone areas are indicated using the Height
Above Nearest Drainage (HAND; Rennó et al. (2008)) value with lower values being easier to be flooded

they were not applied for larger scales yet, there are no lessons learnt although the applica-
tion of flexible meshes could potentially prove a time-saving and equally accurate alternative
for large-scale fluvial inundation modelling. Research question 4 therefore tries to assess
how applying flexible meshes discretized with merely global data can contribute to improved
large-scale inundation estimates.

1.5 Research questions and Thesis outline
Following the review section above, this dissertation aims at answering the following research
questions.

With respect to research objective 1, the subsequent research questions are formulated:

1. How can a standardized model coupling framework help benchmarking the performance of
different hydrodynamic models?

2. How can a model coupling framework be applied to advance the development of global
flood models?

Related to research objective 2, these research questions are raised:

3. To what extent can model coupling improve the skill of large-scale discharge and inundation
extent simulations?
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4. What are pros and cons of employing flexible meshes for fluvial inundation modelling com-
pared to regular grids?

Hence, it is the overarching research theme of the present thesis to what extent and how
model coupling can help gaining insight into model applicability and sensitivity as well as
how it can improve large-scale inundation estimates.

Consequently, this thesis provides the methodology, applications, and results required for
modular coupling of hydrologic and hydrodynamic models for large-scale applications. It
begins with a first proof-of-concept of model coupling and extends then to the first develop-
ment, testing, application as well as evolution of GLOFRIM, a globally applicable framework
for integrated hydrologic-hydrodynamic modelling. While the eventual objective of GLOFRIM
is to enrich global-scale flood models, it can also be applied for specific basin-scale test cases
as done in this thesis due to computational and time constraints.

Figure 1.7: The hand-made GLOFRIM logo accompanying the 2.0 release

The remainder of the thesis is structured as follows. In chapter 2, a first proof-of-concept
of hydrologic-hydrodynamic model coupling is presented. Chapter 3 then presents GLOFRIM
1.0, a globally applicable framework for integrated hydrologic-hydrodynamic modelling, which
is a formalized tool of the code used for the previous chapter. Since applying flexible meshes
for large-scale riverine inundation modelling is promising yet still novel, we present an as-
sessment of different mesh discretization approaches in chapter 4. Chapter 5 sketches a plat-
form for standardized GFM validation and outlines ways how a model coupling framework
could contribute in advancing the state of GFMs. On-going developments towards GLOFRIM
2.0 and applications of GLOFRIM are outlined and discussed briefly in chapter 6. The dis-
sertation is concluded with a synthesis of the presented work, including final remarks and
recommendations for further research.
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Chapter 2

Assessing the impact of hydrodynamics on large-scale
flood wave propagation – a case study for the Amazon
Basin

Large-scale flood events often show spatial correlation in neighbouring basins, and thus can affect
adjacent basins simultaneously, as well as result in superposition of different flood peaks. Such
flood events therefore need to be addressed with large-scale modelling approaches to capture these
processes. Many approaches currently in place are based on either a hydrologic or a hydrodynamic
model. However, the resulting lack of interaction between hydrology and hydrodynamics processes,
by for instance implementing groundwater infiltration on inundated floodplains, can hamper modelled
inundation and discharge results where such interactions are important. In this study, the global
hydrologic model PCR-GLOBWB (PCR) at 30 arcmin spatial resolution was one-directionally and
spatially coupled with the hydrodynamic model Delft3D Flexible Mesh (DFM) for the Amazon River
basin at a grid-by-grid basis and at daily time step. The use of a flexible unstructured mesh allows
for fine-scale representation of channels and floodplains, while preserving a coarser spatial resolution
for less flood-prone areas, thus not unnecessarily increasing computational costs. In addition, we
assessed the difference between a 1D-channel/2D-floodplain and a 2D schematization in DFM.
Validating modelled discharge results shows that coupling PCR to a hydrodynamic routing scheme
generally increases model performance compared to using a hydrodynamic and hydrologic model
only for all validation parameters applied. Closer examination shows that the 1D/2D schematization
outperforms 2D for r2 and RMSE whilst having a lower KGE. We also found that spatial coupling
has the significant advantage of a better representation of inundation at smaller streams throughout
the model domain. A validation of simulated inundation extent revealed that only those set-ups
incorporating 1D channels can represent inundations for reaches below the spatial resolution of the
2D mesh. Implementing 1D channels is therefore particularly of advantage for large-scale inundation
models as they are often built upon remotely sensed surface elevation data which often enclose
a strong vertical bias, hampering downstream connectivity. Since only a one-directional coupling
approach was tested, and therefore important feedback processes are not incorporated, simulated
discharge and inundation extent for both coupled set-ups is generally overpredicted. Hence, it
will be the subsequent step to extend it to a two-directional coupling scheme to obtain a closed
feedback loop between hydrologic and hydrodynamic processes. The current findings demonstrating
the potential of one-directionally and spatially coupled models to obtain improved discharge estimates
form an important step towards a large-scale inundation model with a full dynamic coupling between
hydrology and hydrodynamics.

Based on: Hoch, J. M., Haag, A. V., van Dam, A., Winsemius, H. C., van Beek, R., Bierkens, M.F. P.
(2017), Assessing the impact of hydrodynamics on large-scale flood wave propagation – a case study for
the Amazon Basin, Hydrology & Earth System Sciences 21 (1), 117–132.
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2.1 Introduction
Global flood risk is increasing at an accelerating rate due to a combination of changed cli-
matic conditions and intensified urbanization in proximity to rivers (cf. Ceola et al. (2014),
Ward et al. (2015), Jongman et al. (2012), and Winsemius et al. (2016)). This is reflected by
a significant increase in economic losses in the latter half of the 20th century associated with
flooding. In 2012 alone, economic losses exceeded USD19 billion, comprising one-third of all
losses due to natural hazards (MunichRe, 2010; UNISDR, 2015a; Visser et al., 2012). To bet-
ter understand current and future hazards and risks, and to facilitate robust climate change
adaption and mitigation measures, this study aims to show the strengths, weaknesses, and
opportunities of spatially coupled hydrologic-hydrodynamic models compared to mere hy-
drologic and hydrodynamic models, respectively. We believe that coupling models is a pivotal
cornerstone for more realistic, robust, and integrated flood hazard and risk assessments.

Recently, modelling flood hazards and risks experienced a boost in attention as flood haz-
ard maps are paramount for sound flood risk assessments (Hagen and Lu, 2011). In many
cases, however, flood hazard maps are computed for geographically limited areas only. Be-
cause flood waves show strong spatial correlation in different but neighbouring basins, they
can be considered to be large-scale phenomena, and, in turn, demand large-scale modelling
approaches (Jongman et al., 2014), especially over data-scarce areas (Ward et al., 2015). The
outcome of such large-scale models may be beneficial for global stakeholders as the United
Nations Office for Disaster Risk Reduction (UNISDR) or the World Bank, for instance, to facili-
tate discussions with stakeholders risks, better allocate their funding, but also for re-insurance
companies or governmental entities (Ward et al., 2015). Tiling small-scale maps from differ-
ent small-scale studies to obtain the required large-scale estimates is not a viable alternative,
as it introduces many sources of uncertainty and inconsistencies (Pappenberger et al., 2012;
Pappenberger et al., 2006) and does not account for any spatio-temporal correlation. Recent
studies aimed to model large-scale flood hazard by dividing the model domain into various
catchments (Alfieri et al., 2014; Dottori et al., 2016; Sampson et al., 2015). Notwithstanding
the promising results, such approaches still require upstream boundary forcing, additional
efforts due to division and merging, and still cannot fully account for the aforementioned
spatial correlation of flood events in neighbouring basins, as they use synthetic flood events.

Triggered by an increase in computational capacities and in availability of remotely sensed
data for parameterization, calibration, and validation, research on large-scale inundation
modelling was intensified in past years. For example, a range of global data sets is by now
freely available such as, inter alia, digital elevation maps (DEMs) (eg. HydroSHEDS, Lehner
et al. (2008); ASTER; GTOPO30), water body maps (eg. G3WBM Yamazaki et al. (2015)),
global river width and depth (eg. GWD-LR, Yamazaki et al. (2014a); GRWL, Allen and Pavel-
sky (2018); Andreadis et al. (2013)), or observed river discharge (Global River Discharge
Centre (GRDC); Global River Discharge Project (RivDIS)). In addition, algorithms to quanti-
tatively describe topography (height above nearest drainage (HAND), Rennó et al. (2008)),
or to apply surface reconditioning (Yamazaki et al., 2012a) were presented.

With these data sets and algorithms being available, large-scale flood hazard modelling
approaches are strongly facilitated. Most of the approaches can be categorized by (a) the
processes represented and (b) the model schematization. While the latter category comprises
possible schematizations such as 2D grids, 1D channels, or coupled 1D/2D models, the first
contains the possibility to include or exclude several hydrologic or hydrodynamic models or
their components in the computational backbone.

Global hydrologic models (GHMs), such as PCR-GLOBWB (PCR; van Beek et al. (2011) and
Sutanudjaja et al. (2018)), WaterGAP (Döll et al., 2003), or the variable infiltration capacity
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(VIC) model (Liang et al., 1994; Wood et al., 1992), are capable of modelling water balances,
and hence available surface water volumes, at the global scale. Another advantage is that hy-
drologic models can easily be forced with ensembles of global climate models (GCMs), which
is beneficial for predictions of future changes in flood hazard and risk (cf. Hirabayashi et al.
(2013), Jongman et al. (2014), Winsemius et al. (2016), and Sperna Weiland et al. (2010)).
However, large-scale hydrologic models strongly depend on the quality of their input data
and robustness of their process descriptions, which may differ remarkably between individual
catchments (Kling et al., 2015; Li et al., 2015). Besides, many GHMs are relatively coarse
scale, with the finest spatial resolution for global models currently being 5 arcmin or 10 km
x 10 km the Equator (Bierkens, 2015). Although sub-grid post-processing can be used to
meliorate outcomes as done, for instance, in the Global Flood Risk with IMAGE Scenarios
(GLOFRIS) framework (Winsemius et al., 2013), this may reduce model accuracy, since im-
portant floodplain properties and channel-floodplain dynamics can only be implemented in a
simplistic manner.

Dedicated hydrodynamic models, on the other hand, put their emphasis on the correct sim-
ulation of surface water flow and levels, and hence consider important factors such as inertia
terms of channel geometry, in more detail than most large-scale hydrologic models, as the
latter often employ kinematic wave or Muskingum-Cunge approaches only. Thus, hydrody-
namic models allow for simulating backwater effects which are pivotal flood-triggering pro-
cesses (Moussa and Bocquillon, 1996; Paiva et al., 2013). Hydrodynamic models are usually
forced with upstream boundary conditions based on regionalization of observation stations
(Huang et al., 2014; Sampson et al., 2015; Wilson et al., 2007). Yet, using observed boundary
conditions makes them highly dependent on the presence and spacing of the stations.

The aforementioned spatial correlation of flood waves can thus not realistically be mod-
elled, as important spatially distributed flood-triggering processes such as precipitation events
over large surface areas would not necessarily be captured by the stations (for instance, the El
Niño–Southern Oscillation (ENSO) phenomenon in the Amazon River basin (Molinier et al.,
2009)). Most hydrodynamic modelling approaches are implemented by employing 1D, 2D, or
1D/2D schematizations. Mere 1D models, however, have difficulties with modelling surface
flow over larger areas and floodplains specifically, while regular 2D models inevitably lead to
an increase in required computational power, especially if results need to be computed at a
fine spatial resolution (Finaud-Guyot et al., 2011; Liu et al., 2015). In addition, 2D models
experience problems in case the actual river width is smaller than the grid size and also in
case there are multiple rivers within one cell, although it is possible to partly overcome that
by applying sub-gridding routines (Neal et al., 2012a). Besides, flow resistance to surface
roughness is overestimated in 2D set-ups.

In addition to the currently employed techniques, use of flexible meshes is emerging, which
allows for both a fine spatial resolution in more relevant areas while at the same time not
unnecessarily increasing computational costs where only limited dynamics and changes are
expected. Such flexible gridding over the model domain may moreover be a viable avenue
to meet the debated grand challenge of hyper-resolution modelling (Bierkens et al., 2015;
Wood et al., 2011). Yet, the application of flexible meshes focussed so far mostly on oceanic
and coastal computations (Chen et al., 2003; Muis et al., 2016; Martyr-Koller et al., 2017)
and less on the representation of rivers and floodplains, although studies corroborate its high
potential (Castro Gama et al., 2013).

Based on this, a call for a more holistic large-scale modelling approach can be formulated.
Coupling existing models may provide a way forward as the strengths of individual models
are maintained and weaknesses compensated. In fact, many studies already integrate various
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disciplines by model coupling, for instance, hydrologic with atmospheric models (Senatore et
al., 2015; Wagner et al., 2016), climate models (Zabel and Mauser, 2013; Butts et al., 2014)
or glacier models (Naz et al., 2014; Zhao et al., 2013). To obtain information about inunda-
tion patterns, approaches to couple hydrology with hydrodynamics were already explored in
previous studies, but either at the sub-catchment scale only (Paiva et al., 2013; Rudorff et al.,
2014a; Rudorff et al., 2014b); by using a land surface model (LSM) to obtain input (Pappen-
berger et al., 2012); by employing VIC to compute boundary discharge for LISFLOOD-FP in
the Lower Zambezi River (Schumann et al., 2013); by using output from a hydrologic model
as lateral inflow for LISFLOOD-FP to model inundation dynamics in the Ob River (Bianca-
maria et al., 2009); or by using used output from the Global Flood Awareness System (Alfieri
et al., 2013; GloFAS, 2018; Emerton et al., 2018) with hydrodynamics to obtain synthesized
floods with different return periods (Dottori et al., 2016).

Notwithstanding the contributions of these studies to current flood risk understanding, they
still lack the capability to produce hydrological forcing within the actual model domain and
are thus not able to simulate the feedback between hydrology and inundation processes on
floodplains.

In the present study, we present a one-directional and spatially explicit coupling approach
between PCR and the hydrodynamic model DFM, allowing for the exchange change of infor-
mation throughout the entire model domain. To our knowledge, this is a novelty in large-scale
inundation modelling. Moreover, the exchange of variables between hydrology and hydrody-
namics takes place on a grid-to-grid basis at the time-step or even sub-time-step level. This
approach allows for online coupling, thus providing the potential to eventually perform two-
directional exchange of information. The Amazon River basin was schematized with both a
2D flexible mesh and a 1D/2D set-up, allowing us to test potential (dis)advantages between
both set-ups. Additionally, the hydrologic and hydrodynamic models were also run in a stand-
alone mode to fully assess the added value of model coupling. The utilization of only global
data sets and algorithms ensures transferability to other basins as well as a straightforward
scalability of our approach to larger scales. It is moreover a part of the studys aim to detect the
most suitable model set-ups to continue with future extensions and larger-scale applications
of our coupling technique. With our approach, we are confident in our ability to close the gap
between hydrology and hydrodynamics, and to make a step towards a global, fully fledged
inundation model. Such a model set-up can provide information on spatial correlations and
interrelations between flood events, ultimately facilitating current large-scale flood hazard
and risk assessments. Eventually, this can be used for the formulation of more robust climate
change adaption and mitigation measures, and to further inform global flood risk policies.

2.2 Methodology
The two models used for this study are the global hydrologic model PCR-GLOBWB (PCR; van
Beek et al. (2011), van Beek (2008), and Sutanudjaja et al. (2018)), and the hydrodynamic
model Delft 3D Flexible Mesh (DFM; Kernkamp et al. (2011)). To test the added value of
our coupling approach as well as the differences between 2D and 1D/2D schematization,
the following experimental set-up was designed, consisting of five modelling runs: (i) PCR-
GLOBWB with its DynRout extension to obtain purely hydrology-based results; (ii) a 2D and
(iii) 1D/2D DFM schematization both forced with discharge observed at GRDC stations to
obtain purely hydrodynamic-based results; (iv) and (v) the same two DFM schematizations
forced with output from PCR. For all runs with DFM, a constant water level of 0.0 m is
assumed at the river mouth as a downstream boundary. Even though the influence of ocean
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tides is reported to be significant (Lima et al., 2003), tidal dynamics were not considered in
the present study, as this exceeds the scope of the work.

Each set-up was applied for the Amazon Basin for the period from 1 January 1985 to 31
December 1990. This early period had to be chosen, as for some GRDC stations no more
recent discharge data are available. Output of all cases was validated against observed GRDC
discharge data at Óbidos (GRDC station no. 3629000), the most downstream GRDC station
available (Figure 2.1). To this end, three functions were applied for validation: the coefficient
of determination (r2) to assess the reproduction of the shape of the hydrograph, the root mean
squared error (RMSE) to assess the water balance, and the Kling–Gupta efficiency (KGE)
(Gupta et al., 2009) to evaluate the models skill. In addition, we qualitatively inspected the
inundation extent and water levels for the various model runs. We employed LandSat imagery
taken on 1 July 1989 to validate simulated inundation extent, as it is one of the few cloud-
free images at this time, and represents inundation patterns during peak season. To compare
simulated water levels, four observation points on floodplains along the main river reach were
defined (Figure 2.1): Loc1 close to the delta (1.62◦ S, 52.46◦ W); Loc2 downstream of Óbidos
(2.15◦ S, 54.55◦ W); Loc3 just upstream of Óbidos (2.45◦ S, 56.81◦ W); Loc4 even further
upstream (2.97◦ S, 58.35◦ W).
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Figure 2.1: Map of the extent of 2D grid and 1D channels as part of entire Amazon River basin; additionally
shown are the water level observation stations 1-4 counting from delta to upstream, as well as GRDC station
Óbidos for discharge measurements and validation of simulations, and all GRDC input stations.
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2.2.1 The hydrologic model: PCR-GLOBWB
To generate hydrologic input, PCR was applied at 30 arcmin resolution (approximately 55
km x 55 km at the Equator). It is entirely coded in PCRaster Python (Karssenberg et al.,
2010). PCR distinguishes between two vertically stacked soil layers, an underlying ground-
water layer, and a surface canopy layer. Water can be exchanged vertically, and excess surface
water can be routed horizontally along a local drainage direction (LDD) network. In the
present study, the kinematic wave approach was used for routing, and Manning’s surface
roughness coefficient was uniformly set to 0.03 m−1/3 s. This value is in line with other stud-
ies in the Amazon Basin (cf. Paiva et al. (2013), Rudorff et al. (2014a), Rudorff et al. (2014b),
Trigg et al. (2009), and Yamazaki et al. (2011)). A uniform value was chosen to eliminate
this factor as a cause for differences when comparing the stand-alone runs as well as 1D/2D
set-ups. The model was forced with Climate Research Unit (CRU) precipitation and temper-
ature data (Harris et al., 2014), and evaporation was computed using the Penman–Monteith
equation. Data sets were downscaled to daily fields for the period from 1957 to 2010 using
ERA40/ERAI (Kållberg et al., 2005; Uppala et al., 2005). For more information on PCR, we
refer to van Beek et al. (2011), van Beek (2008), and Sutanudjaja et al. (2018).

PCR was already applied in various studies: Sperna Weiland et al. (2010) investigated how
forcing from different global circulation models can reproduce global discharge variability;
Candogan Yossef et al. (2012) concluded that PCR shows skill when used for flood forecasting;
Wanders and Wada (2015) employed the model to assess the impact of humans and climate
on drought in the 21st century; de Graaf et al. (2015) fully coupled PCR with a physically
based groundwater model capable of simulating lateral flows.

From a priori runs, we were informed that PCR underestimates discharge in the Amazon
Basin. To eventually obtain discharge values that are close to observed values and enhance
the significance of the validation procedure, we decided to apply a simple regional model pa-
rameter optimization technique. To this end, we tested the models performance seny6sitivity
to a range of multipliers for these parameters, using the log-scaled Nash–Sutcliffe coefficient
of simulated discharge at Óbidos as a performance indicator. Based on performance, we then
chose the combination of multipliers resulting in the highest log-scaled Nash–Sutcliffe coef-
ficient. Consequently, the minimum soil depth fraction for which interflow is calculated, the
log-scaled saturated hydraulic conductivity of groundwater flow (ksat), and the log-scaled
recession coefficient were multiplied by 0.5. The general parameterization of PCR, however,
remained unaffected and no further local calibration was performed to preserve the global
applicability of the model. PCR also has the option to include human water use from irri-
gation, households, and industry as an integral part of its model runs. In our application,
however, we decided to simulate river discharge under natural flow conditions.

2.2.2 The hydrodynamic model: Delft 3D Flexible Mesh
For hydrodynamic calculations, the hydrodynamic model DFM was employed (Kernkamp
et al., 2011). It allows the user to schematize the model domain with a flexible mesh in
1D/2D/3D, and therefore supports the computationally efficient schematization of topograph-
ically challenging areas such as river bends or irregular slopes. The model solves the full
Saint–Venant equations, or shallow water equations (SWEs; see Eqs. 1.1, 1.2). Solving the
SWEs is, as stated before, a major advantage compared to most large-scale hydrodynamic and
hydrologic models because this is essential to account for important flood-triggering processes
such as back-water effects (Moussa and Bocquillon, 1996; Paiva et al., 2013). In analogy to
PCR, the surface roughness coefficient was set to 0.03 m−1/3 s to guarantee comparability.
We expressly desisted from calibrating model parameters for any of our hydraulic model set-
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ups due to two reasons. First, calibration may obscure the actual performance of the model
set-ups with respect to real governing hydraulic processes as their quality may possibly be
governed by calibration. Second, we aim to apply the presented coupling scheme at other
basins. Locally calibrating FM for the Amazon Basin may introduce inconsistencies among
the global data sets used for model set-up, and jeopardize their validity for ungauged basins.
Due to its very recent publication, only a limited number of published studies using DFM are
available (cf. Muis et al. (2016), Martyr-Koller et al. (2017), and Chen et al. (2003)). Be-
sides, Castro Gama et al. (2013) applied DFM successfully to model flood hazard at the Yellow
River and concluded that applying a flexible mesh reduces computation time by a factor of 10
compared to square grids with equal quality of model output.

2.2.3 Defining the 1D network
The course of the 1D river channels as well as effective river width w were derived based on
the Global Width Database for Large Rivers (GWD-LR) algorithm by Yamazaki et al. (2014a),
hence already accounting for river braiding and islands. Comparing both the course and the
computed width of the obtained 1D network schematization with OpenStreetMaps (OSM)
yielded an overall good fit with lower goodness of fit in meandering and delta regions (Fig-
ure 2.2). River depth d [m] was subsequently estimated from river width w [m] by combining
the following equations from Paiva et al. (2011), with Ad in km2 being the upstream area of
one point along the river:

w = 0.81 ∗A0.53
d (2.1)

d = 1.44 ∗A0.19
d (2.2)

to the following width–depth relation:

d = 1.55 ∗ w0.36 (2.3)

Benchmarking the resulting river depths obtained with Eq. 2.3 with those found in a global
river bankfull width and depth database by Andreadis et al. (2013) showed better results
than those obtained with the widely used width-depth relation proposed by Leopold and
Maddock (1953). By means of the aforementioned equations, a maximum depth of 54 m, a
minimum depth of 5 m, and an average depth of 13 m were computed. Finally, width and
depth information was stored in cross sections along the network with a spacing of around
20 km (Figure 2.2).

We are confident that applying a hydro-geomorphic relation between river depth and ob-
served width, as also applied by Neal et al. (2012a), is valid in this case due to three reasons.
First, the equations were constructed based on a large sample of cross-section information,
and thus can be extrapolated over larger areas of application. Second, we consider the width
information of GWD-LR to reflect local conditions better than the more one-dimensional ap-
proach of relating bathymetric information on only one predicting variable such as upstream
area or discharge. Last, bathymetric information is internally interpolated in the model, pre-
venting any extreme local variations in observed river width and depth, consequently also
avoiding improbable local flow hindrance.

2.2.4 Defining the 2D flexible mesh
For surface elevation values, we used the HydroSHEDS data set, which was derived from the
Shuttle Radar Topography Mission (SRTM) (Lehner et al., 2008). Because significant vertical
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Figure 2.2: Comparison of the 1D network centre line as well as its computed (projected) width with river
course and width according to OpenStreetMaps. Additionally shown are the locations of the cross sections in
this area and the computed river depth for all cells defined as permanent water bodies in G3WBM.

measurement errors emanate from the C-band synthetic aperture radar (SAR) used by SRTM,
extensive hydrologic conditioning was carried out in this study to remediate the most relevant
errors in currently available data sets.1

First, noise by vegetation cover was reduced. This is essential as the radar signal cannot
fully penetrate dense canopy, leading to quality degradation especially in rainforests (Berry
et al., 2007). As a result, absolute vertical errors of around 22 m were found in the Amazon
Basin (Carabajal and Harding, 2006; Sanders, 2007). The approach used in the present study
to account for vegetation cover is described in detail by Baugh et al. (2013). For the present
study, 50% of canopy heights reported by Simard et al. (2011) were subtracted from original
elevation values, as proposed by Baugh et al. (2013).

Even after vegetation was removed, flow connectivity can be hindered by grid cells sur-
rounded by higher elevated cells which can stem from elevation irregularities such as islands,
bridges, or other residues. Thus, these local depressions were removed in a second step to
guarantee downstream flow connectivity along flow paths. Conventional procedures, such as
lifting downstream cells or stream burning, fail, however, to adequately address this issue as
the land surface is altered to be one-sided, and thus should not be applied to rivers in flat
environments such as the Amazon River (Getirana et al., 2009). Hence, a more advanced al-
gorithm based on the work of Yamazaki et al. (2012a) was applied. This algorithm either digs
or fills along a flow path, as defined by the HydroSHEDS LDD, resulting in smoothed elevation
values along downstream flow paths as demonstrated for two flow paths in Figure 2.3.

While, for 1D/2D applications, the 1D vector channel data are embedded into the smoothed
2D elevation, it was necessary to compute bathymetric information for the 2D schematiza-
tions. This is because the DEM used lacks reliable information about river bathymetry as the
SRTM radar signal is not able to fully penetrate deeper water bodies. To derive bathymetry
information, current research projects aim to exploit available remotely sensed data or aerial

1Many of the issues related to the original SRTM elevation data were corrected since writing this article. Currently,
the MERIT-DEM (Yamazaki et al., 2017) represents the most error-free global elevation data set.
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Figure 2.3: Impact of vegetation removal (“canopy-removed”) and surface reconditioning (“smoothed”) on
surface elevation along two exemplary flow paths compared to original HydroSHEDS DEM data (“original”).
Flow path a) starting at index [2500, 3000], flow path b) starting at index [4500,3500]

photography (cf. Kinzel et al. (2013), Legleiter (2015), and Legleiter (2016)). Yet, obtaining
satisfactory information for large-scale river bathymetry remains a major research challenge.
For the present study, river depth d was computed as a function of upstream area Ad as
follows: for all grid cells where Ad > 104 km2, Eq. 2.2 was applied to compute d on a grid-
by-grid basis. The threshold of 104 km2 was chosen after trial and error to filter many small
and short reaches which were not represented by the 1D network. Due to the differences in
the 1D vector network and LDD map used for the 2D raster data, it was, however, not pos-
sible to precisely apply the same equations. Despite these minor differences in methodology,
manual inspection of computed river depths, computed for 1D channels and 2D bathymetry,
revealed no major discrepancies in our model domain, and we therefore consider both ways
to compute valid bathymetry, particularly in light of the limited availability of bathymetry
data for large-scale applications. The computed depth of one specific pixel was then spread
to all cells whose distance is shortest to the pixel under consideration.

Subsequently, the resulting bathymetry map was created by lowering elevation values of
only those pixels defined as permanent water bodies in the Global 3-second Water Body Map
(G3WBM) developed by Yamazaki et al. (2015) (see Figure 2.2). The computed elevation
values were then interpolated over the flexible mesh, and elevation values per DFM cell are
obtained by unweighted spatial averaging of the computed elevations at the cell vertices.

Since the hydrodynamic computations and model coupling still require significant com-
putational power for multiyear simulations, the modelling domain of DFM was limited to
flood-prone areas. To derive a suitable extent, the height above nearest drainage (HAND) al-
gorithm was applied (Rennó et al., 2008), as it yields relative terrain elevation to the nearest
hydrologically connected drainage. The flexible mesh was then obtained by automatic local
grid refinement of a coarser regular grid based on the obtained HAND values and limiting it
to grids where computed HAND values are less than or equal to 25 m; that is, until terrain
reached an elevation of 25 m above the nearest water body. The final model domain is pre-
sented in Figure 2.1 and still encompasses an area of around 1.2*106 km2, which is nearly a
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fifth of the entire Amazon River basin. The threshold was chosen arbitrarily but model results
showed that it is sufficiently large.

By establishing the refinement on this algorithm, the flexible mesh has the finest spatial
resolution (2.5 km x 2.5 km) for areas with lowest HAND values, such as water bodies and
floodplains, while areas with higher HAND values, and hence areas more remote from wa-
ter bodies, are modelled with coarser spatial resolution up to 10 km x 10 km per grid. In
these latter regions, the number of grid cells is thus reduced by a factor of 16, benefitting
the stability-limited computational time step and significantly reducing overall computation
times.

2.2.5 Coupling the models
Coupling PCR with DFM was achieved by means of the basic model interface (BMI). Peckham
et al. (2013) proposed the BMI as a tool within the Community Surface Dynamics Modeling
System (CSDMS) project to exchange information between separate models at any given time
step. By exposing certain internal state variables of the model by means of the BMI, interactive
modelling is facilitated, as these variables can be modified during the model execution.

Generally, each BMI has several functions that can be called from external applications like,
as in this case, a Python script. First, models need to be initialized. Second, the BMI enables
the user to retrieve variables, and to manipulate them if required, for instance, to convert
units or to add values. Third, the manipulated variables can be set back to the original model
or can be used to overwrite variables in one or multiple other models, given that they agree
to the internal data structure of those models. Fourth, models connected to a BMI can be
updated at a user-specified time step. This way, it is possible to get, change, and set variables
during the execution of the models in use. In a last step, models can be finalized to end
the computations. It has to be noted that for each model involved, one specific BMI adapter
has to be developed with respect to the specific internal model structure and programming
language.

Whilst PCR is already in Python and its BMI implementation is hence straightforward, DFM
offers a native C-compliant BMI implementation which can be called from within Python
using the BMI Python package (see www.github.com/openearth/bmi-python). For further
information on the BMI, refer to Peckham et al. (2013), the related website CSDMS (2019a),
and chapter 1.3.2.

In order to be able to spatially couple both models, it is required to overlay the model extent
of both DFM and PCR. To this end, the centroid of each 2D DFM cell was computed, and a
DFM cell is then considered to be coupled to PCR if its centroid is located within the bounds
of the PCR cell.

PCR-
GLOBWB

River
Discharge

Surface 
Runoff 

Delta 
Volume 

DFM 
Grid 

Hydrodynamic 
Routing 

River
Discharge

Inundation 
Extent 

Figure 2.4: Flow diagram of the various steps required for model coupling. Retrieving the river discharge
and surface runoff information as well as adding the delta volume onto the DFM grid was achieved by means
of the BMI functions.
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The coupling algorithm (Figure 2.4) was employed at a daily time step: first, PCR was run
for one day; then, a daily delta volume (that is, the volume to be added to DFM with the
day’s time step) was computed for every coupled PCR cell as the sum of daily river discharge
inflows at the boundary of DFM and local surface runoff throughout the model domain. The
daily delta volume was subsequently divided over and added to all DFM cells within this
specific PCR cell. Note that this explicit spatial forcing of DFM is fundamentally different
from the GRDC-fed runs, where only upstream discharge boundary conditions are applied,
and no spatially distributed forcing is active.

As only the most downstream part of the Amazon basin is schematized in DFM, no coupling
was performed for the upper part of the basin. For these uncoupled areas, PCR is run in
stand-alone mode, and water is routed towards the coupled domain using the kinematic wave
approximation. Within the coupled area, the LDD of PCR was deactivated to prevent further
routing in the hydrologic model. As a last step in the coupling algorithm, DFM was updated
and integrated forward in time until it reached the same model time step as PCR to compute
daily inundation and discharge values. Since only a one-way coupling approach is tested,
water added to DFM can only be routed downstream, but cannot infiltrate or evaporate, most
likely leading to overestimation of modelled discharge and inundation.

2.3 Results and discussion

2.3.1 Discharge simulation at Óbidos
Hydrology-only runs: PCR-DynRout
PCR-DynRout reproduces low flows well, but fails in reproducing the observed variation in
discharge as shown by a low coefficient of determination (Table 2.1). This low value can be
attributed to the rugged hydrograph obtained, as shown in Figure 2.5. The strong fluctuations
cannot be fully explained, but we assume that they may be related to the simplistic routing
scheme used, as discharge results for the coupled run do not show such behaviour, although
they receive the same hydrologic input. In addition, peak discharge is generally modelled
too early. This low performance is related to PCR-DynRout being a global hydrologic model,
thus not specifically designed for simulating discharge at the basin scale despite the regional
optimization technique applied for this study. The employed kinematic wave approximation
as well as the coarse resolution of 30 arcmin can be identified as factors currently hampering
a more accurate simulation of discharge.

Hydrodynamic-only runs: DFM forced with GRDC data
Forcing DFM only with discharge observed at GRDC stations, we found that the aggregated
input discharge as obtained from upstream GRDC station observations (Figure 2.1) accounted
for only 59% of the discharge generated in the basin as observed at Óbidos (Figure 2.5).
This underrepresentation can be linked to the discrepancy between catchment area at Óbidos
and summed catchment area of all input stations upstream of Óbidos. Comparing both, we
found that only 63% of upstream catchment area at Óbidos is accounted for by input stations
(Table 2.2).

The differences between accumulated and observed discharge can therefore be attributed
to the additional discharge created in the intermediate area between Óbidos and the upstream
inflow stations. To avoid the expectable discharge estimates that are too low and facilitate
comparability with other model runs, we therefore decided to scale the input discharge val-
ues accordingly. The results then reveal that the strength of purely hydrodynamic runs is the
correct reproduction of discharge variability, as shown by high coefficients of determination.
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PCR-
DynRout

2D GRDC 1D/2D
GRDC

2D 1way 1D/2D 1way

r2 0.49 0.92 0.85 0.77 0.83
RMSE 34,100 16,229 18,735 21,451 19,548
KGE 0.64 0.80 0.86 0.84 0.79

Table 2.1: Performance of model runs in objective functions for both actual and scaled model input. The
term 1way indicates one-way coupled runs.
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Figure 2.5: Plot of simulated discharge obtained from all model runs and observed discharge values at GRDC
station Óbidos. Also plotted is the aggregated input discharge as computed from all GRDC stations upstream
of Óbidos (see also table 2.2).

Still, model results obtained with only DFM resulted in lagged discharge, with the 1D/2D
schematization having lower discharge results and a larger time lag. We suspect that the
obtained attenuation and time lag for both 2D and 1D/2D schematization result from the
absence of any internal forcing. By using only upstream discharge boundaries and neglecting
internal sources, discharge will need longer to propagate until Óbidos due to the larger aver-
age travel distance. It should be noted that, from a computational point of view, the 1D/2D
set-up has the advantage of a 25% lower wall clock time required to finish the simulation
period compared to the 2D set-up.

Coupled hydrologic-hydrodynamic runs: DFM forced with PCR output
Assessing model results for the coupled runs, we see that the simulated discharge is higher
than that of both the purely hydrology-based and purely hydrodynamic-based models. De-
viations between coupled and GRDC runs can be ascribed to differences in forcing, which
are not only different in terms of input volumes but also in terms of input locations.We also
find that the coupled runs do not reach the same variability in discharge as the GRDC-forced
runs, although they are employing the same model schematizations. This may be related to
a higher proportion of overland flow resulting from distributing water volumes over the DFM
cells, which would reduce discharge dynamics. The disparities in discharge of coupled runs
compared to PCR-DynRout, however, have to be attributed to a combination of differences
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Type Name Number Catchment area

i Caracaraí 3618500 124,980
i Uaracu 3618950 40,506
i Acanaui 3621200 242,259
i São Paulo de Olivenca 3623100 990,781
i Gavião 3624120 162,000
i Arumã-Jusante 3625310 359,853
i Porto Velho 3627040 954,285
i Ji-Paraná (Rondônia) 3627408 32,606
i Estirao Da Angelica 3628500 26,040∑

(catchment area of input stations) 2,933,310

o Óbidos 3629000 4,640,300

Proportional representation catchment area 63%

Table 2.2: List with catchment area per GRDC station located upstream of Óbidos (type i) compared to
catchment area of observation station Óbidos (type o). All data are sourced from the official GRDC website
(http://www.grdc.sr.unh.edu).

between model schematizations and process representation as we have carefully examined
the water balance throughout the entire coupling process, and therefore can exclude volume
errors as sources of deviations. First, DFM and PCR-DynRout differ in their spatial resolution,
with the latter having a much coarser spatial resolution.

Eventually, this difference can have an impact on modelled discharge accuracy, because the
role of channel-floodplain interaction is pivotal for inundation and discharge estimates and
so is schematization of connecting channels (Neal et al., 2012a; Savage et al., 2016a; Rudorff
et al., 2014a) which both are facilitated by using finer spatial resolution. This is underlined
by the smoothed daily discharge which results when replacing the simple kinematic wave
routing at 30 arcmin spatial resolution with a hydrodynamic model at fine spatial resolution,
even though both are subject to the same meteorological forcing as well as hydrologic pro-
cesses. Second, differences in process description can lead to improved discharge estimates
compared to PCR-DynRout. In particular, solving the SWE – as implemented DFM – instead
of the kinematic wave approximation may have influenced results, as it accounts for back-
water effects which play an important role in the Amazon Basin because of its low gradients
(Meade et al., 1991; Moussa and Bocquillon, 1996; Paiva et al., 2013). Third, our coupled
set-ups may yield higher discharge than PCR-DynRout due to the one-directional coupling
scheme implemented. For peak flow conditions, the higher discharge can be attributed to the
absence of important groundwater infiltration and evaporation processes on inundated areas,
resulting in increased surface water volumes routed downstream. Note that in PCR-DynRout
flooded areas are subject to evaporation which can partly explain the higher discharge re-
sulting from the one-directionally coupled model. During low flow conditions, however, the
excess water that remained on the floodplains, although it should have infiltrated or evapo-
rated, can return into the channel, resulting in higher discharge too. Comparing our results
to other studies, we find that both coupled runs have remarkably lower RMSE than those
reported in Alfieri et al. (2013) for GloFAS. The obtained coefficients of determination come
close to those by Yamazaki et al. (2011) and Yamazaki et al. (2012b), who connected runoff
from a land surface model with a riverfloodplain routing scheme.
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2.3.2 Water levels
Assessing modelled inundation water levels, we find that, because discharge results are almost
identical, simulated water levels for the GRDC-fed runs differ only slightly between 2D and
1D/2D schematization, with the latter generally showing lower water levels (Figure 2.6).
This is the result of the 1D channels providing better hydraulic connectivity throughout the
study area since also smaller side channels below the spatial resolution of the 2D mesh are
accounted for (Figure 2.7). Results furthermore show that for some observation locations,
the GRDC runs yield higher water level values than one-way coupled runs and vice versa at
other locations.

Figure 2.6: Plot of simulated water levels at four different observation locations throughout the study do-
main. Plots a) to d) correspond with the location numbers 1-4 as depicted in figure 2.1.

As the model schematizations are exactly the same, these local differences can be related to
the difference in volume input into the DFM model domain (dividing over DFM cells with PCR
output versus upstream boundaries with GRDC data), as well as local influence of precipita-
tion events within the intermediate catchment area on water level dynamics. The discrepancy
between simulated water level for 1D/2D and 2D set-ups at Loc2 exemplifies the impact ver-
tical errors in input elevation data can have on 2D schematizations. While the area where
the location was placed could be conveyed by the 1D network, this was not possible in the
2D set-up, thus resulting in local accumulation of water in a local depression. Results also
indicate that locations closer to the delta (see Loc4 as an example) are less influenced by
river dynamics or precipitation events, but more by the downstream water level boundary, for
which smaller differences in simulated water level between model runs are revealed. From
a holistic point of view, large-scale water level dynamics are correctly represented with only
minor differences between model set-ups, despite the results at Loc2 as mentioned above.

2.3.3 Inundation extent
In terms of inundation extent, we performed a first-order and qualitative validation of sim-
ulated against observed water extent for all runs except the DynRout set-up. Our results
indicate that the 1D/2D schematization with GRDC forcing performs particularly well (see
Figure 2.7). This demonstrates that the advantage of implementing 1D channels as inunda-
tion extent is modelled more accurately, especially for smaller side branches of the stream
where the 2D resolution does not allow for detailed simulation of channel-floodplain interac-
tion. This finding is in line with the observations made by Neal et al. (2012a), who employed
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Figure 2.7: Plot of simulated inundation extent per model set-up compared to observed water body extent as
observed by LandSat imagery on 1 July 1989; the validation is performed for (a) the 1D/2D GRDC run, (b)
the 2D GRDC run, (c) the 1D/2D one-way (1way) run, and (d) the 2D one-way (1way) run.

a sub-gridding scheme. For the coupled set-ups, water extent is well modelled for the main
reaches of the river, but overpredicted for floodplain areas. We attribute these deviations to
both the quality of remotely sensed input elevation and the coarse spatial resolution of the
flexible mesh which may overly facilitate flow over floodplains. Besides, distributing water
volumes over the FM cells in the coupling process may also have led to stronger inundation on
floodplain areas than point inflow from GRDC stations. Assessing simulated water extent over
the entire study area, we again find that the use of 1D channels can highly improve the level
of detail for river streams and bends for both the main branch as well as more remote areas,
as shown in Figure 2.8. Similar to the local water level validation, we found that the areas
where inundation is modelled differ strongly compared to the GRDC runs. While inundation
for those runs is limited to streams that are connected to upstream discharge boundaries,
spatially coupling hydrology with hydrodynamics additionally yields inundation information
for smaller reaches throughout the entire model domain which otherwise would not be fed
with water. In particular, for the 1D/2D run, this results in an overall good representation of
inundation along rivers throughout the entire model domain.

This constitutes a major improvement, and is a strong hint that model coupling can in-
deed contribute to better inundation extent estimates. Notwithstanding this achievement, we
again see that water can accumulate locally, which can partially be related to the presence
of temporarily filled depressions during rainfall, and partially to the spatial resolution of the
hydrodynamic model in combination with the quality of the elevation data used for model
schematization. Also, in the big picture, the local accumulation of water is less severe in
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Figure 2.8: Plots of simulated water depth for 31 October 1990 for all runs with Delft 3D FM and the entire
study domain: (a) 2D GRDC run; (b) 1D/2D GRDC run; (c) 2D one-way (1way) run; and (d) 1D/2D
one-way (1way) run.

the 1D/2D than in the 2D set-up due to a facilitated hydrologic connectivity within the river
basin.

2.4 Conclusion and recommendations
In the present study, we spatially coupled the global hydrologic model PCR-GLOBW with the
hydrodynamic model Delft3D Flexible Mesh, and compared resulting discharge and inunda-
tion extent with estimates obtained from stand-alone runs as well as actual observations to
investigate possible strengths, weaknesses, and opportunities of model coupling for large-
scale inundation modelling.

Our results showed that hydrology-only runs conducted with PCR-DynRout have the least
accurate discharge simulation of all runs. Particularly discharge variability could not be cap-
tured by a global hydrology model due to its coarse spatial resolution and its kinematic wave
approximation of surface water flow in an area with limited topographic gradients. The
question therefore remains: what is more important, the coarse resolution or the simple hy-
drodynamics? Therefore, once PCR at 5 arcmin spatial resolution is fully tested and available,
the model runs should be repeated to better understand whether results can be improved by
finer spatial resolution or are constrained by the employment of a kinematic wave approach.
Besides, fine-tuning of sensitive parameters of PCR at a global scale seems to be required
to obtain a better-timed peak flow, not only for those optimized so far but also others such
as Manning’s surface roughness coefficient. Comparison revealed that runs forced with ob-

38



served discharge from GRDC, once the underrepresentation of water volume in the systems
was accounted for, outperform hydrology-based models in resembling discharge dynamics.

While validation of GRDC-forced runs against observed discharge showed good perfor-
mance, the disadvantage of such set-ups is the limitation of discharge to river reaches fed by
the discharge boundaries. As a result, inundations along reaches that start within in the do-
main or along reaches not being fed by upstream discharge boundaries cannot be simulated.
A first qualitative validation of simulated inundation extent with Landsat imagery showed
that, for those rivers connected to upstream discharge boundaries, the 1D/2D schematization
with GRDC forcing showed the best performance of all runs.

Representation of 1D channels results in a better conveyance of surface water in the model
domain and consequently less flood artefacts, in particular where 1D channel dimension is
below the grid size of the 2D grid cells. We also found that GRDC-forced runs show stronger
attenuation and lagged peak discharge due to the longer average travel time required to
propagate from the boundaries through the model domain. Both 1D/2D and 2D coupled
runs were able to capture the peak flow better than GRDC runs, and to follow the discharge
dynamics better than the simple kinematic wave model. The fact that they overpredict peak
discharge for some years can be attributed to the absence of a feedback loop to hydrological
processes on floodplains, such as groundwater infiltration and evaporation. It will be the aim
of a follow-up study to implement a fully dynamic coupling scheme, whereby information
is exchanged between hydrology and hydrodynamics at each time step, and water on the
floodplains is allowed to evaporate or recharge the groundwater store. We expect that this will
lead to lower and more accurate discharge estimates. Replacing the simplistic routing scheme
of PCR with a full hydrodynamic model remarkably improves the coefficient of determination
as well as the models skill.

From our results we conclude that spatially coupling hydrology and hydrodynamics merges
the best of two worlds, namely water volume accuracy and routing scheme. From a computa-
tional point of view, the use of a 1D/2D set-up is favourable, as it requires less computational
time. At the same time, it yields a better spatial resolution of the river network than the 2D
set-up because it decreases dependency on quality of space-borne DEM data sets which are
known for introducing errors in large-scale inundation models. Especially for the coupled
runs, these vertical errors are partly responsible for overestimated inundation extent and lo-
cal water levels, in particular in floodplain regions. Another part of the overestimation may
lie in the way water volumes are distributed over the 2D grid. It needs to be researched in
more detail how the distribution of volumes impacts model results, and whether other tech-
niques such as adding water directly into the 1D channels than onto the 2D grid may improve
model performance. Besides, a future study should contain an assessment of the impact of
varying spatial resolution of both the hydrologic and the hydrodynamic model as well as their
interplay to obtain a better picture of the potential of model coupling at larger scales. In this
study, we used only global data sets for both the hydrological and the newly developed hydro-
dynamic model DFM. Thus, the presented set-up can easily be applied in other river basins as
well. In the long term, we are confident that the proposed spatially coupled model set-up can
eventually contribute to a better assessment of both current and future flood hazard and risk.
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Chapter 3

GLOFRIM v1.0 – A globally applicable computational
framework for integrated hydrological-hydrodynamic mod-
elling

We here present GLOFRIM, a globally applicable computational framework for integrated hydrologic–
hydrodynamic modelling. GLOFRIM facilitates spatially explicit coupling of hydrodynamic and hy-
drologic models and caters for an ensemble of models to be coupled. It currently encompasses
the global hydrologic model PCR-GLOBWB as well as the hydrodynamic models Delft3D Flexible
Mesh (DFM; solving the full shallow-water equations and allowing for spatially flexible meshing) and
LISFLOOD-FP (LFP; solving the local inertia equations and running on regular grids). The main
advantages of the framework are its open and free access, its global applicability, its versatility, and
its extensibility with other hydrologic or hydrodynamic models. Before applying GLOFRIM to an
actual test case, we benchmarked both DFM and LFP for a synthetic test case. Results show that
for sub-critical flow conditions, discharge response to the same input signal is near-identical for both
models, which agrees with previous studies. We subsequently applied the framework to the Amazon
River basin to not only test the framework thoroughly, but also to perform a first-ever benchmark of
flexible and regular grids on a large-scale. Both DFM and LFP produce comparable results in terms
of simulated discharge with LFP exhibiting slightly higher accuracy as expressed by a Kling–Gupta
efficiency of 0.82 compared to 0.76 for DFM. However, benchmarking inundation extent between
DFM and LFP over the entire study area, a critical success index of 0.46 was obtained, indicating
that the models disagree as often as they agree. Differences between models in both simulated dis-
charge and inundation extent are to a large extent attributable to the gridding techniques employed.
In fact, the results show that both the numerical scheme of the inundation model and the gridding
technique can contribute to deviations in simulated inundation extent as we control for model forcing
and boundary conditions. This study shows that the presented computational framework is robust
and widely applicable. GLOFRIM is designed as open access and easily extendable, and thus we hope
that other large-scale hydrologic and hydrodynamic models will be added. Eventually, more locally
relevant processes would be captured and more robust model inter-comparison, benchmarking, and
ensemble simulations of flood hazard on a large scale would be allowed for.

Based on: Hoch, J. M., Neal, J. C., Baart, F., van Beek, R., Winsemius, H. C., Bates, P. D., Bierkens, M.F. P.
(2017), GLOFRIM v1.0 – A globally applicable computational framework for integrated hydrological-
hydrodynamic modelling, Geoscientific Model Development 10, 3913–3929.
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3.1 Introduction
In the latter half of the last century, losses due to riverine floods increased greatly, leading to
economic losses of more than USD 1 billion and 220,000 casualties since 1980 (MunichRe,
2019; Visser et al., 2012). Much of this increase is thought to be due to continued settlement
along rivers and shifts in climate patterns, meaning that this tendency will most likely be ex-
acerbated in the future (Ceola et al., 2014; Hirabayashi et al., 2013; Winsemius et al., 2016).
Robust inundation estimates are therefore paramount to enhance our process understanding
and to provide better flood hazard estimates for risk models.

Since recent research showed that flood inundation can easily affect large areas, in par-
ticular neighbouring river basins (Jongman et al., 2014), it is vital that flood hazard models
can simulate the relevant processes over large domains. Applying such large-scale models
has the additional advantage of facilitating the identification of risk hotspots and providing
critical insight into data-scarce areas (Ward et al., 2015). In fact, there are already a num-
ber of global-scale inundation models available (cf. Dottori et al. (2016), Pappenberger et
al. (2012), Sampson et al. (2014), Winsemius et al. (2013), and Yamazaki et al. (2011)),
differing in their process descriptions and computational engine. While some approaches
derive flood hazard from a coarse-scale hydrologic model and subsequent downscaling, oth-
ers force fine-scale hydrodynamic models with globally regionalized discharge data. A first
inter-comparison of global flood hazard models by Trigg et al. (2016) for the African con-
tinent, however, revealed that they agree for only 30-40% of aggregated flood extent, thus
indicating that the representativeness of local flood risk estimates may depend strongly on
the computational engine opted for as well as on the model forcing applied. Identifying the
exact reasons for model disagreement was impossible due to the diversity of methods and lack
of a systematic approach to the inter-comparison where individual aspects of the modelling
frameworks could be isolated.

Employing a global hydrologic model (GHM) such as PCR-GLOBWB (van Beek et al., 2011;
van Beek, 2008; Sutanudjaja et al., 2018), WaterGAP (Alcamo et al., 1997; Döll et al., 2003)
or VIC (Liang et al., 1994; Wood et al., 1992) has the benefit of providing spatially dis-
tributed surface runoff and routed discharge simulations, thereby facilitating direct forcing
for spatially distributed inundation models. In addition, these models are usually forced by
global meteorological data, hence diminishing the dependency on observed data as well as al-
lowing for easier implementation of future climate scenarios. However, the routing schemes
currently implemented in large-scale hydrologic models can generally be described as sim-
plistic as they are based on gridded drainage networks at a coarse spatial resolution, with
the currently finest spatial resolution of global hydrologic models being 5 arcmin or around
10 km x 10 km at the Equator (Bierkens, 2015). Furthermore, discharge accuracy may be
reduced in low-gradient catchments since topography at this scale is generally parameterized
in distribution functions and river routing is often represented by a simple scheme, such as
the kinematic wave approximation.

Hydrodynamic models, on the other hand, can be built in numerous ways for inundation
modelling, typically in 1D, 2D or combined 1D/2D, and are mostly forced with gauged dis-
charge data or synthesized flood waves. While such approaches do not require rainfall-runoff
conversion, they are problematic for studies concerning large-scale climate change impacts or
the seamless simulation of flood events and their spatial correlation (Jongman et al., 2014).
Some models like CaMa-Flood (Yamazaki et al., 2011) route a priori computed hydrology-
based surface runoff with 1D hydrodynamics and parameterized 2D floodplain storage. Ap-
plying such a 1D/2D approach, however, does not allow for explicit modelling of floodplain
flow pathways as well as channel-floodplain interactions. Explicitly representing these pro-
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cesses would be beneficial as they are known to greatly influence inundation dynamics and
patterns (Neal et al., 2012a; Trigg et al., 2009). Compared to hydrologic models, hydrody-
namic models solving the full shallow water equation (SWE) or at least a more advanced
approximation such as the local inertia equations (LIEs) have the advantage of providing
a better representation of backwater effects, which are important flood-triggering processes
(chapter 1.4.2; Meade et al. (1991), Moussa and Bocquillon (1996), and Paiva et al. (2013)).
Another difference to GHMs is that current applications of hydrodynamic models on the large
to global scale can run at spatial resolutions of up to 1 km (Sampson et al., 2014), greatly
facilitating the representation of both relevant channelfloodplain interactions (Rudorff et al.,
2014a; Rudorff et al., 2014b) and flow pathways on floodplains (Rudorff et al., 2014a; Tayefi
et al., 2007) as well as enhancing the usability for decision-making processes (Beven et al.,
2015; Trigg et al., 2016). Notwithstanding these advantages, most hydrodynamic models
applied for large-scale inundation modelling lack an advanced implementation of hydro-
logic processes and thus may overpredict both inundation extent and depth as, for instance,
groundwater infiltration and evaporation from inundated floodplains are currently not (yet)
fully accounted for.

Large-scale flood hazard estimates may thus benefit from increased integration of hydrology
and hydrodynamics in inundation models to allow for physically more integrated assessments
and to compensate for their respective shortcomings. In fact, hydrologic-hydrodynamic cou-
pling was already applied in a number of studies (cf. Biancamaria et al. (2009), Lian et al.
(2007), Schumann et al. (2013), and Kim et al. (2012)). For example, output from hydrologic
or land-surface models was used as input to the 1D/2D hydrodynamic model LISFLOOD-FP
(Bates and De Roo, 2000; Bates et al., 2010) at a number of locations. While such approaches
reduce the dependency on gauged data or synthesized flood waves, they cannot fully account
for important and spatially distributed hydrologic flood-triggering processes within the model
domain. This would, however, be advantageous to support the assessment of spatial correla-
tions of flood waves in adjacent river basins, which are shown to increase transnational flood
risk (Jongman et al., 2014).

A further valuable contribution for promoting the coupling of models from different disci-
plines was realized by the Community Surface Dynamics Modelling Systems group (CSDMS)
with their development of the Web Modelling Tool (WMT; CSDMS (2019b)). This tool en-
ables the user to create a coupled model from a list of readily available models and run it on a
server of the CSDMS. Whilst this is an important step towards integrated modelling between
disciplines, applicability is hampered by the fact that model code is not openly accessible and
that the number of available models is limited and predefined.

Hoch et al. (2017a) coupled PCR-GLOBWB (hereafter PCR) with the hydrodynamic model
Delft3D Flexible Mesh (hereafter DFM; Kernkamp et al. (2011)) for the Amazon River basin
to integrate the hydrologic and hydrodynamic processes occurring over the entire study area.
Results indicate that spatially explicit coupling of hydrologic and hydrodynamic models can
improve the representation of inundation for all river reaches, not only those that are con-
nected to upstream boundary conditions. Findings also corroborate that spatially distributed
forcing retrieved from a hydrologic model in combination with a sophisticated river routing
scheme outperforms results obtained with both models run in stand-alone mode.

Even though these results are promising, it has to be acknowledged that the accuracy of a
hydrologic and hydrodynamic model can vary strongly, depending on the chosen study area,
model parameterization, model structure, numerical scheme or the use of different input data
(Li et al., 2015; Trigg et al., 2016). It would hence be advantageous to base the choice of the
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coupled models on their local performance, potentially outperforming predefined set-ups, or
simply on the model schematization at hand.

To facilitate such model selection and to further promote the coupling of large-scale hy-
drologic and hydrodynamic models, we developed GLOFRIM, a GLObally applicable compu-
tational FRamework for Integrated hydrologic–hydrodynamic Modelling. In addition to the
work of Hoch et al. (2017a), it includes the widely used hydrodynamic model LISFLOOD-FP
(hereafter LFP; Bates et al. (2010)) and an improved as well as extended coupling algorithm,
thus catering for a wider range of model schematizations and applications. As we believe that
relevant processes can be captured better by combining the locally best-performing hydro-
logic and hydrodynamic models, GLOFRIM is designed in an expandable way to eventually
incorporate more models. Furthermore, the framework is openly available under the GNU
GPL v3.0 license to stimulate collaboration and idea exchange within the scientific commu-
nity. Key assets of the framework are its free and open accessibility, its global applicability,
its versatility, and its potential to be further developed to a full two-dimensional coupling
scheme between hydrology and hydrodynamics, which would play a particularly crucial role
in basins in semi-arid climates such as the Niger (Dadson et al., 2010; Mahe et al., 2009).

In the remainder of this paper, we first describe the model components of the framework
and thereafter the framework and its functionalities in detail. Subsequently, we compare the
two hydrodynamic models in a simple synthetic test case to obtain a first understanding of
possible differences, in particular in terms of their numerical schemes. As a means of bench-
marking, we assess simulated discharge along the flow paths as well as run times for a 1D and
2D set-up individually. We then apply GLOFRIM to one-directionally couple PCR with both
DFM and LFP and benchmark the set-ups for an actual test case in the Amazon River basin,
hence also constituting a first comparison of flexible and regular grids for large-scale appli-
cations. For model benchmarking, we assess simulated discharge, water levels, run times,
and inundation extent. Pearsons correlation r, the root mean square error (RMSE), and the
Kling–Gupta efficiency (KGE; Gupta et al. (2009)) are determined by comparison to observed
discharge data from the Global Runoff Data Centre (GRDC) at Óbidos, Brazil. We opt for
GRDC data as the presented approach is merely based on input data sets with global coverage.
Simulated water levels are compared at an upstream, midstream, and downstream station to
assess (a) whether water level dynamics are correctly represented and (b) to what extent
DFM and LFP differ or agree in their water level computations. Computational efficiency is
assessed by comparing the run times of the coupled set-ups. To benchmark inundation extent
from DFM with LFP, we determine the hit rate H, false alarm ratio F, and the critical success
index C based on inundation maps of both models at the end of the simulation. No validation
of simulated inundation extent was performed as Hoch et al. (2017a) already showed good
agreement of results obtained with DFM for the same study domain.

This openly available computational framework makes a valuable contribution to current
inundation modelling on the large scale by enhancing the integration of hydrologic and hy-
drodynamic model processes, which eventually may lead to improved decision-making and
planning of adaption and mitigation measures.

3.2 Models
Currently, GLOFRIM includes the hydrologic model PCR as well as the hydrodynamic models
DFM and LFP. Hereafter, an overview of the main features of the models is provided. For fur-
ther details regarding model development and model set-up, we refer to the specific manuals
or websites.
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3.2.1 PCR-GLOBWB
To generate hydrologic input, the PCR is currently incorporated in the framework. It can be
applied at 30 arcmin resolution (approximately 55 km x 55 km at the Equator) and at 5 arcmin
resolution (approximately 10 km x 10 km at the Equator), which may increase accuracy
but also runtime. PCR is entirely coded in PCRaster Python (Karssenberg et al., 2010) and
distinguishes between two vertically stacked soil layers, an underlying groundwater layer, and
a surface canopy layer. Water can be exchanged vertically, and excess surface water can be
routed horizontally along a local drainage direction network employing the kinematic wave
approximation.

The model is forced with Climate Research Unit (CRU) precipitation and temperature data
(Harris et al., 2014) at a 30 arcmin spatial resolution, and evaporation is computed using
the Penman–Monteith equation. Data sets are downscaled to daily fields for the period from
1957 to 2010 using ERA40/ERAI (Kållberg et al., 2005; Uppala et al., 2005). Besides, PCR
is able to account for domestic and industrial water consumption by accounting for water
demand data (FAOSTAT 2017). For more detailed information on CRU forcing, its processing,
and PCR in general, we refer to van Beek (2008), van Beek and Bierkens (2008), van Beek
et al. (2011), and Sutanudjaja et al. (2018). PCR was already applied for a wide range of
studies such as flood and drought forecasting (Candogan Yossef et al., 2012), human impact
on droughts (Wanders and Wada, 2015), global water stress (van Beek et al., 2011), and
global groundwater simulations (de Graaf et al., 2015).

More relevant to this study, PCR constitutes the computational backbone of the GLObal
Flood Risk with IMAGE Scenarios framework (GLOFRIS; Winsemius et al. (2013)), which is
also used as the basis for the Aqueduct Global Flood Analyzer of the World Resources Institute
(Aqueduct Global Flood Analyzer 2019).

3.2.2 Delft3D Flexible Mesh
DFM allows the user to schematize the model domain with a flexible mesh in 1D/2D/3D,
and therefore supports the computationally efficient schematization of topographically chal-
lenging areas such as river bends or irregular slopes. The model solves the full Saint-Venant
equations, or shallow water equations (SWEs). The main partial differential equations solved
by DFM are
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ζ being the water level, h the water depth, u is the velocity vector, g the gravitational
acceleration, v the viscosity, ρ the water mass density, and τ the bottom friction.

For 1D flow, the equations remain the same except that the viscosity v does not contain
horizontal eddy viscosity. For further technical details and derivation, we refer to the tech-
nical manual (Delft3D Flexible Mesh Technical Manual 2019). DFM is an openly accessible
model and can be obtained by contacting Deltares (https://www.deltares.nl/en/software/
delft3d-flexible-mesh-suite/). Besides riverine flood hazard modelling, it also caters for a
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wider range of applications, for instance groundwater flow, sediment transport, and water
quality simulations in 1D, 2D, and 3D. For more information regarding the application of
DFM, we refer to the user manual (Delft3D Flexible Mesh User Manual 2019).

Due to its quite recent publication and still on-going development, only a limited number
of published studies using DFM are available. It was, for instance, applied in a global-scale
reanalysis for extreme sea levels (Muis et al., 2016). In another study, Castro Gama et al.
(2013) applied DFM to model flood hazard at the Yellow River, and concluded that applying
a flexible mesh reduces computation time by a factor of 10 compared to square grids with
equal quality of model output.

3.2.3 LISFLOOD-FP
LFP is a widely used, raster-based model to compute floodplain inundation. Since its first
version (Bates and De Roo, 2000), it has regularly been adapted and improved (Bates et al.,
2010), for instance by adding a sub-gridding scheme to account for channel flow within cells
(Neal et al., 2012a). It is possible to run LFP with different set-ups: a 2D only, a 1D, a 1D/2D
or a sub-grid model, with the latter being the most accurate for large-scale inundation mod-
elling approaches as it greatly increases floodplain connectivity (Neal et al., 2012a). When
using the sub-grid scheme, LFP solves the subsequent equation for channel flow that is based
on a simplification of the SWE ignoring advection (Bates et al., 2010; Neal et al., 2012a).

For channel flow, the one-dimensional local inertia equations are solved (see Eqs. 1.1 and
1.2 for their derivation from the shallow water equations).

Once bankfull depth is exceeded, water flow on the overlying floodplain is similarly de-
scribed in terms of continuity and momentum equations. Changes of water height of a single
cell within a grid of square cells is then calculated as:

δhi,j

δt
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Volumentric flow rates between cells are simulated as:
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Here, hi,j is the water height at index (i, j), △x and △y the cell dimensions, n Manning’s
surface roughness coefficient, Qx and Qy the flow rates between cells with Qy defined anal-
ogously with Qx, and hflow the possible flow depth between two cells.

For further information about model development, derivation of numerical solutions, as-
sumptions, and validations, we refer you to the above-mentioned papers and the LFP webpage
(http://www.bristol.ac.uk/geography/research/hydrology/models/lisflood/). LFP is specifi-
cally developed to model floodplain inundation and has been used in a wide range of studies.
Most notable in the context of large-scale flood hazard modelling is the work by Sampson
et al. (2014), who applied LFP to compute global estimates of flood hazard and risk and by
Schumann et al. (2013) and Biancamaria et al. (2009), who used LFP to simulate inunda-
tion in the Zambezi and Ob rivers, respectively, forced with lateral input from a land surface
model.

The Basic Model Interface (BMI) adapter (see subsequent section) was implemented for
LFP version 5.9, which provides all relevant features, in particular the sub-gridding scheme,
to model large-scale inundation.
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3.2.4 Basic Model Interface (BMI)
Generally, the BMI has several functions that can be called from external applications like, as
in this case, a Python script. To make these functions available for a model, a BMI adapter
needs to be developed for each model with respect to the specific internal model structure and
programming language. Whilst PCR is already written in Python and its BMI implementation
is hence straightforward, DFM offers a native C-compliant BMI implementation. For LFP,
which is written in C++, the code and file structure had to be slightly adapted to agree with
the requirements for the BMI.

Once a BMI adapter is developed, it is possible to execute a set of functions: first, the
user can initialize the models by using the BMI adapter. Second, the BMI adapter allows for
retrieving a set of variables from memory. The variables exposed through the BMI adapter
can be defined during the development of the BMI adapter and is thus not limited to a preset
range. Third, the manipulated variables can be set back to the original model or can be used
to overwrite variables in one or multiple other models, given that they agree to the internal
data structure of those models. Fourth, models connected to a BMI adapter can be updated at
a user-specified time step, hence enabling online coupling of models. In this way it is possible
to get, change, and set variables during the execution of the models in use on a time step
basis. Last, models can be finalized to end the computations.

Both DFM and LFP, although not being coded in Python, can be called from within Python
using a Python wrapper (see https://github.com/openearth/bmi-python). For further infor-
mation regarding the BMI, we refer to Peckham et al. (2013), the related website CSDMS
(2019a), and section 1.3.2.

3.3 The computational framework GLOFRIM

The computational framework presented here consists of two key elements, (a) the actual
code and (b) a settings-file. Here, a brief overview is given of their main properties. More
detailed information and an outline is provided in the files themselves.

The computational backbone of GLOFRIM is entirely written in Python 2.7 and was devel-
oped and tested on Ubuntu systems. By means of a python file (couplingFramework_v1.py in
the downloadable data), the steps for model coupling are executed (see Figure 3.1 for a flow
chart). The models are first initialized: the model configuration files of each model are read
and the internal steps required to obtain an initial state of the models are prompted by the
BMI adapter.

Thereafter, the BMI adapter is used to retrieve all required model variables, especially
geometry information. This information is subsequently used to construct the grids of the
models and to spatially couple them by overlay and grid-to-grid assignment. A many-to-one
assignment based on raster indices is performed and the routing computations in PCR are
turned off for all cells signalled as coupled. In case no 1D or 2D hydrodynamic cells are
located within a PCR cell, this cell is therefore not considered to be coupled and the routing
scheme as implemented in PCR prevails. Further information about the spatial coupling can
be found in Hoch et al. (2017a).

Once the models are spatially coupled, the update loop commences. During execution of
this loop, PCR will be updated at each time step – typically one day – and surface runoff
and discharge output will be retrieved and adapted to agree with the data structure of the
chosen hydrodynamic model. Then, either the water depth or a flux variable in the hydrody-
namic model will be overwritten, and finally the hydrodynamic model will be updated until
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Figure 3.1: Flow diagram of steps executed in GLOFRIM as well as the models currently available within the
framework.
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it reaches the same simulation time as PCR. The loop is exited once a user-specified number
of time steps is reached.

It should be noted that in the current version of the framework, only one-directional cou-
pling from hydrology to hydrodynamics is supported, possibly leading to local overprediction
of simulated discharge as there is, for instance, no re-infiltration of water going overbank.
Future research will thus focus on extending this to a full two-directional coupling scheme
with feedback loops from hydrodynamics to hydrology. Such two-way coupling would, for
instance, contain explicit modelling of hydrologic processes over inundated areas in the hy-
drodynamic model.

To specify all relevant information about the coupling run to be performed, a configuration
file is needed (default.ini in the downloadable data). Besides all critical paths to model data,
other model settings can be defined in the configuration file, for example the number of
model time steps. In general, settings defined in the ini-file overrule those specified for the
individual models. In the current version of GLOFRIM, three options need to be specified
to realize model coupling: by activating the so-called River-Floodplain-Scheme (RFS), by
specifying the variables to be updated, and by choosing for hydrodynamic models in either
spherical or projected coordinate systems.

First, the RFS defines where output from PCR is coupled to. If RFS is activated, water vol-
ume of one PCR cell is directly coupled to the 1D channels of the hydrodynamic model within
the corresponding PCR cell. If RFS is inactive, water is distributed over all 2D grid cells within
the corresponding PCR cell. Applying the RFS has two major advantages: first, it reduces run
times as data exchange and computations need to be performed for a smaller number of cells;
second, using RFS in large-scale applications with sufficient channel information reduces the
dependency on the accuracy of remotely sensed 2D elevation data such as Shuttle Radar To-
pographic Mission (SRTM) data (Farr and Kobrick, 2000). Recent research showed that such
global data sets contain strong vertical bias as well as systematic and random noise (Yamazaki
et al., 2017). In particular, simulating flow over vertically irregular terrain resulting in super-
critical regimes is contraindicated for LFP because of its use of the LIE. In case overland flow
needs to be modelled by LFP, we advise to take measures accordingly, for instance by limiting
flow velocities. For DFM we found that runs are more stable, yet slower, when deactivating
the RFS.

Second, it is possible to force the hydrodynamic models by updating the water depth vari-
able (in metres) or by updating fluxes, which are expressed in LFP as discharge (in m3 d−1)
and in DFM as precipitation (in mm d−1). For DFM, added daily water depth is divided into
a number of user-specified time steps hence reducing the computational load, while fluxes
are daily constants. We found that updating fluxes reduces run times compared to states,
and hence advise opting for this option. While it is also possible to perform state-updating
in LFP, test runs showed that this option should be used carefully as it easily increases run
times. This is because it is currently not possible to update LFP at a user-specified time step
due to the Courant–Friedrichs–Lewy condition. It may hence happen that gradients between
added daily water depths are too steep, increasing the risk of model instability. We therefore
recommend applying flux-updating in LFP instead.

Third, it is possible to use the hydrodynamic models with Cartesian coordinates, although
PCR runs in non-Cartesian coordinates. By providing the projected coordinate system the
model is based on, the computational framework can translate the grid into spherical coordi-
nates and perform the grid overlay and cell assignment, thus guaranteeing the applicability of
all already existing hydrodynamic schematizations. All other computations remain unaffected
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by the coordinate system in use as the coordinate information is solely required for spatially
coupling the grids.

As expressed before, GLOFRIM employs the BMIs functionalities to couple hydrologic to
hydrodynamic processes. Even though the current version of GLOFRIM only supports one-
directional coupling, basing it upon the BMI yields strong advantages for future two-directional
coupling as coupled models do not get unnecessarily entangled, socalled “integronsters”
(Voinov and Shugart, 2013). Such two-directional coupling is currently not yet available
for GLOFRIM due to on-going testing as well as concept development and will be provided in
a future version of the framework.

Besides being openly accessible and thus adaptable and extendable to the users preferences
or individual modelling requirements, GLOFRIM contains a number of additional advantages:
first, by having PCR, or any other global hydrologic model, as the hydrologic output creator,
the framework can easily be applied anywhere on the globe given a hydrodynamic schemati-
zation; second, models to be coupled may be selected depending on their local performance,
thus possibly capturing more relevant processes; third, the spatially explicit coupling scheme
can be extended to a full feedback loop between hydrology and hydrodynamic steps, also in-
corporating important groundwater infiltration and evaporation processes; fourth, by guaran-
teeing identical hydrologic forcing, applying the computational framework facilitates bench-
marking of hydrodynamic models by eliminating sources of difference, potentially supporting
hydrodynamic ensemble modelling approaches.

3.4 The synthetic test case

3.4.1 Set-up
To gain insight into possible differences in model behaviour between LFP and DFM, we cre-
ated two synthetic test cases, one being set-up as 1D only (STC 1D) and the other as 2D only
(STC 2D). For the latter, both models were schematized such that they cover a domain of 11
cells by 500 cells, with the cell resolution being 1 km. For the 1D only design, the channel
had a length of 500 cells with a 1 km resolution, a uniform channel width of 500 m, and a
uniform channel depth of 3 m.2 As default settings, we applied Mannings surface roughness
coefficients of 0.04 m−1/3 s for the 1D only run and 0.07 m−1/3 s for the 2D only run.

Both synthetic test cases were forced with an artificial upstream discharge boundary span-
ning 1 year and consisting of 2 peak flow moments to introduce variability in model dynam-
ics, thus not employing GLOFRIM for those test cases. As downstream boundary condition,
a constant water level of 0 m was set. The entire simulation period was 3 years to ensure
it exceeds the time of concentration. To assess model output, 7 cross sections were defined,
hence capturing the downstream propagation of the artificial flood waves and facilitating the
assessment of possible attenuation and dampening effects. For benchmarking the models, we
then compared discharge along the cross sections and run times to obtain a first indication of
how the different computational schemes might vary (Figure 3.2).

3.4.2 Results and discussion
Assessing the results for both 2D and 1D, we find that both models simulate the same re-
sponses to the input signal applied (Figure 3.3). Due to the higher friction coefficient and the
wider flow area, it takes the 2D schematization almost the entire simulation period to entirely

2The dimensions were arbitrarily chosen. The only criterium to be fulfilled was that they should resemble flow over
a larger area and sub-critical flow
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Figure 3.2: Digital elevation model (DEM) of the 2D synthetic test case (STC 2D) for LFP and DFM. Also
shown are the locations of the cross sections along the flow path enumerated from 01 (downstream) to 07
(upstream).

2D 1D

DFM 19.5 min 5.5 min
LFP 2.1 min 2.6 min

Table 3.1: Run times of different set-ups in the synthetic test case.

convey the water volumes to the downstream boundary. In the 1D schematization, however,
all water is already drained after around 30% of the entire simulation period.

The similarity of simulated discharge between LFP and DFM is, despite the models differ-
ences in complexity and design, in line with the findings made by Neal et al. (2012a) and
de Almeida and Bates (2013). In the latter study, differences in governing equations were
assessed analytically for various flow regimes ranging from sub- to supercritical flow. It was
concluded that for applications with low Froude numbers (Fr ≈ 0.5), such as the synthetic test
case used here, no significant differences occur between models solving the LIEs and those
solving the full dynamics of the SWEs.

Also, Neal et al. (2012b) showed that it seems unnecessary to employ models solving the
SWEs for flow gradually varying in time and for subcritical flow regimes. In addition, the
study showed that for those applications, run times of local inertia models are shorter than
those of models solving the full SWEs. The run times measured for the various synthetic test
cases used here underpin this finding as LFP exhibits shorter run times, especially for the 2D
schematization (Table 3.1).

To facilitate comparability, we a priori set the maximum solver time step in DFM to the
average of the time steps required by LFP. It is noteworthy that the differences in run times
may not merely be attributable to varying solver complexity but partially also to the program-
ming language and compiler used as well as to general model complexity and level of code
optimization applied.
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Figure 3.3: Inflow discharge imposed at the upstream boundary as well as simulated discharge of (a) 2D
and (b) 1D synthetic test case for the seven cross sections depicted in Figure 3.2.

3.5 Test case: the Amazon River basin

3.5.1 Set-up
To test GLOFRIM in an actual test case and to benchmark the flexible and regular grids, the
framework was applied in the Amazon River basin with DFM and LFP being schematized as a
flexible mesh and regular grid, respectively. The methods applied to derive the hydrodynamic
schematization of the Amazon River basin for DFM are explained in detail in Hoch et al.
(2017a).

First, a regular 2D grid at 10 km x 10 km resolution refined until a grid size of 2 km x
2 km was locally obtained, based on the Height Above Nearest Drainage algorithm (HAND;
Rennó et al. (2008)). Thereby areas with low HAND values were more strongly refined than
those with higher values, resulting in a finer mesh along and next to river channels. This
implies a major difference to the synthetic test case above, as we now employ a flexible mesh
instead of a regular grid for DFM. As input elevation, canopy-free elevation data at 15 arcsec
spatial resolution was applied (Baugh et al., 2013; O’Loughlin et al., 2016) and subsequently
smoothed to eliminate local depressions and other residues due to vertical errors of SRTM
data (Yamazaki et al., 2012a). Elevation data were then assigned to the flexible mesh by
spatial averaging.

For the 1D channel network and bathymetry, river width data of the Global Width Database
for Large Rivers (GWD-LR; Yamazaki et al. (2014a)) was employed which was combined with
the equations from Paiva et al. (2011) to derive bathymetry information.
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For further information, we refer to the relevant papers.
To obtain a LFP schematization equivalent to the DFM schematization, elevation data as

well as both river width and river depth information were processed to agree with the re-
quirements of LFP. For river channel properties, the depth and width information stored
in the vector data used for DFM were rasterized, and for the elevation data the smoothed
canopy-free elevation data were upscaled to a 2 km spatial resolution, employing the near-
est neighbour technique, to match the finest spatial resolution of the DFM schematization
(Figure 3.4).

Figure 3.4: Digital elevation model (DEM) and 1D channel network as used in a) LFP and b) DFM; discharge
was benchmarked and validated at Óbidos while water levels were compared at three locations throughout
the domain; note the gradually increasing difference in spatial resolution for more upstream areas between
the two DEMs.

From Figure 3.4 it is visible that LFP contains a greater level of detail in areas farther up-
stream due to the finer spatial resolution uniformly applied. Consequently, the total number
of cells in LFP exceeds the number of 2D cells in DFM by a factor of 4 (Table 3.2). Further-
more, only around 10% of the entire schematization represents 1D channels in LFP, while
the channel network of DFM was based on around 30% of all DFM cells. For both DFM and
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2D cells 1D cells smallest cell largest cell

DFM 41,207 12,185 2 x 2 km2 10 x 10 km2

LFP 174,982 17,119 2 x 2 km2 2 x 2 km2

Table 3.2: Properties of the two hydrodynamic models with DMF employing a flexible mesh and LFP a regular
grid.

LFP, Manning’s surface roughness coefficient was uniformly set to 0.03 m−1/3 s for channel
and floodplains, which is consistent with other case studies in the Amazon (cf. Paiva et al.
(2013), Rudorff et al. (2014a), Rudorff et al. (2014b), Trigg et al. (2009), and Yamazaki et al.
(2011)).

As downstream boundary, we imposed a constant water level of 0m at the rivers delta. It
is noteworthy that GLOFRIM supports the coupling of any hydrodynamic schematization, not
only those bordering at a delta but also midstream applications, for instance, if the internal
hydrodynamic model requirements are satisfied. Additionally, it should be mentioned that the
1D channels of both schematizations, even with the GWD-LR accounting for islands and thus
providing an effective width, do not capture the impact of both braiding and river bifurcation,
which may potentially impact model results, especially at the river mouth (Yamazaki et al.,
2014b). This is, however, not due to the inability of the hydrodynamic models to account
for them, but merely because the chosen algorithm to derive 1D network properties does not
allow for it.

For the hydrologic model PCR, the kinematic wave approach was used for routing outside
of the coupled domain. This is required as the hydrodynamic schematizations in this test case
do not cover the entire extent of the Amazon River basin, even with the kinematic wave ap-
proximation potentially introducing an error to the upstream boundary inflow applied. Since
simulated discharge from PCR for the Amazon substantially under-predicts observations, we
decided to apply an optional regionalized optimization technique facilitating comparison be-
tween simulated and measured discharge values (Hoch et al., 2017a). As such an optimiza-
tion technique is optional and only advisable for catchment studies, a global application is
thereby not constrained. In analogy to the hydrodynamic models, the surface roughness co-
efficient of PCR was uniformly set to 0.03 m−1/3 s.

Model output of both set-ups was validated against observed GRDC discharge at Óbidos,
the most downstream station of the GRDC network in the Amazon River basin (Figure 3.4).
To that end, Pearsons r, the RMSE, and the KGE (Gupta et al., 2009) were computed. Possible
uncertainties in observed discharge (Clarke et al., 2000) were thereby omitted. Besides,
simulated discharge was qualitatively compared at two locations further upstream (Loc1 and
Loc2).

The model time covers the period from January 1984 until December 1990 with the first
year being used for spin-up of the coupled settings. This period had to be chosen due to
the limitation of available GRDC data for model validation. As with the synthetic test case,
run times were compared. To be able to understand water level dynamics as simulated by
both models, we compared them at three locations throughout the basin (Figure 3.4). The
locations were chosen such that they represent the downstream (Loc3), midstream (Loc4),
and upstream dynamics in the basin (Loc5). Besides, inundation extent was benchmarked by
applying three evaluation functions, using the LFP inundation results as the benchmark data
set.

First, the hit rate H was computed based on the subsequent equation:
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r RMSE KGE runtime

DFM 0.92 25,289 m3 0.76 7h
LFP 0.89 22,291 m3 0.82 6h

Table 3.3: Results of Pearson’s coefficient r, root mean square error (RMSE), Kling–Gupta efficiency (KGE),
and runtime obtained to the two coupled runs.

H =
NDFM ∩NLFP

NLFP
(3.6)

NLFP and NDFM indicate thereby the number of inundated cells in LFP and DFM at the
same moment in time, respectively. To perform consistent benchmarking, the flexible cells of
DFM were resampled to the resolution of LFP. The hit rate can vary between 0, signalling that
DFM and LFP have no inundated cells in common and 1, indicating that all cells in LFP are
also inundated by DFM.

In addition, we determined the false alarm ratio F to also consider false positive alarms.
The false alarm ratio can be obtained with

F =
NDFM\NLFP

NDFM ∩NLFP +NDFM\NLFP
(3.7)

In the optimal situation, F would be 0 showing that no cells are incorrectly marked as
flooded in DFM, whereas a value of 1 indicates that all cells are classified as false alarms.

Last, we assessed the critical success index C, which combines both hit rate and false alarm
ratios into one parameter which can vary between 0 in the worst and 1 in the best scenario,
indicating perfect match between both inundation maps:

C =
NDFM ∩NLFP

NDFM ∪NLFP
(3.8)

For both set-ups, the River-Floodplain-Scheme was activated and flux-updating was opted
for. All simulations were performed in a Linux environment with an Intel i7-4790 core at 3.90
GHz and 16 GB memory.

3.5.2 Results and discussion
Simulated discharge
Benchmarking discharge results against observation from GRDC at Óbidos shows that both
models behave similarly. However, LFP tends to compute earlier peak flow and earlier and
lower low flow (Figure 3.5). Therefore, obtained coefficients of correlation are lower for LFP,
while the model’s skill as expressed by KGE is higher for LFP and the RMSEs are comparable
(Table 3.3).

The general deviation of simulated results to observations can be due to a range of factors,
for example the lack of channel bifurcations in the schematization, the already less-accurate
upstream inflow as simulated with the kinematic wave approximation or the general overpre-
diction of discharge by PCR (Hoch et al., 2017a), but have not been further explored as this
would exceed the scope of this study.

Even though the discrepancies in simulated discharge between the two models are not
remarkable, they require further investigation as they cannot be exhaustively explained with
our current process understanding. Based on the results obtained in the synthetic test case
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Figure 3.5: Comparison of simulated discharge from both DFM and LFP with observed discharge (OBS) from
the Global Discharge Data Centre (GRDC) at Óbidos (see figure 3.4 for the location).

and since the hydrologic forcing of both models is equal in terms of water volumes, spatial
distribution, and timing, we decided to evaluate the impact of the following parameters: the
actual river length and dimension in LFP compared to DFM and the sensitivity of LFP to
Manning’s surface roughness coefficient over large areas.

Since the routing scheme of LFP is based on a D4 system where water can flow in a
southerly, northerly, easterly or westerly direction, channel length and dimension in LFP tend
to differ from other hydrodynamic models that are not based on such a system, for example
DFM. Reducing or increasing the unitless meandering coefficient in LFP to river-scale dimen-
sions, however, did not show any significant impact on simulated discharge (Figure 3.6a).
After investigating how changes in surface roughness values in LFP may close the gap to
DFM, we indeed found a more pronounced response, yet it cannot satisfactorily explain the
difference in simulated discharge either (Figure 3.6b). Since in the synthetic example both
models can produce near-identical results if using the same friction coefficient and, because
the flow regime in the Amazon basin can be described as sub-critical, different sensitivities
to surface roughness over large areas can thus also be disregarded as the cause for discharge
discrepancies.

For the remaining gap in simulated discharge, we can at this point only make assumptions
about the cause. Possible reasons include differences in internal processing of 1D channel
bathymetry, channel-floodplain interaction, and input elevation assignment due to the differ-
ent grid schematizations of a flexible mesh and regular grid.

For a further first-order assessment of a possible impact of spatial resolution, we compared
simulated discharge at two stations further upstream, Loc1 and Loc2 (Figure 3.4). Results
indeed suggest that the differences in upstream spatial resolution result in different flood
wave propagations (Figure 3.6c); covered flow distance and peak discharge in LFP is increas-
ingly delayed compared with DFM, presumably due to the larger floodplain cells in DFM.
Besides, the timing of the rising and falling limb is affected. Higher simulated discharge by
LFP than DFM at Loc1 does not only indicate that the impact of cell resolution is reduced
with downstream distance and additional tributaries contributing to the flood wave but also
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Loc3 Loc4 Loc5

Input elevation (m) 4.0 7.0 44.5
Elevation LFP (m) -0.2 2.4 37.4
Elevation DFM (m) 0.5 4.9 42.5
Cell area LFP (m2) 4*106
Cell area DFM (m2) 7.7*106 7.7*106 30.9*106

Table 3.4: Local properties of water level observation stations; input elevation refers to values obtained
after hydraulic conditioning of canopy-free SRTM elevation data at 15 arc-sec spatial resolution but before
resampling to or interpolating across the hydrodynamic grid.

that discharge computations in upstream areas can be easily affected as the discrepancy in
cell size is largest there.

Simulated water levels
Assessing differences in simulated water level dynamics at the observation locations, we can-
not find any particularly prevailing difference between the models response to hydrologic
forcing (Figure 3.6d). In general, we observe that modelled water levels are comparable,
yet with locally differing patterns. While at the most upstream station, Loc5, DFM simulates
lower water levels than LFP, this is opposite at the most downstream station Loc3, and at
Loc4 both models provide comparable results. Besides differences in actual water levels, both
models show a comparable response to model input, yet LFP tends to yield earlier peak water
levels than DFM, which concurs with the discharge dynamics observable.

The reason for differences in simulated water levels and their dynamics could not be fully
attributed to one specific cause. For example, the more pronounced difference in water levels
at Loc1 may be a local effect due to spatial feedback dynamics between neighbouring cells
of an observation station (Hardy et al., 1999), may be related to slight differences in model
schematization at the downstream boundary or to backwater effects in the delta regions as a
result of different influences of the downstream water level boundary. Furthermore, discrep-
ancies are likely to be related to differences in surface elevation simulated at the observation
stations due to the differences in gridding between DFM and LFP.

Indeed, assessing the local properties of the observation stations revealed that the surface
elevation in DFM is higher than in LFP (Table 3.4). Last, results indicate that differences in
gridding and therefore cell size may thus have locally impacted the overall water levels too
since the above-discussed discharge simulations in upstream areas exhibited clear deviations
between both models (Figure 3.6c).

Run times
Regarding the run times of the two coupled set-ups, we find that it takes LFP around 6 h
to simulate the entire simulation period of 7 years, that is model time plus spin-up, while
performing the same simulation with DFM takes around 7 h (Table 3.3). The difference in
run times is less pronounced than for the synthetic test case, which can be related to the lower
number of cells in DFM compared to LFP due to use of a flexible mesh. In addition, a more
computationally expensive interaction between the 1D and 2D domain in DFM could also
affect run times. As DFM is in general a multi-purpose tool whose application is not limited
to inundation modelling, it is not unexpected that it may be slightly slower than programmes
specifically tailored for efficient large-scale inundation modelling such as LFP.
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Figure 3.6: Results of the sensitivity analysis of a) the meandering coefficient and b) both 1D and 2D
surface roughness coefficients in LFP. Since the D4 system in LFP can both decrease and increase effective
river dimension, the dimensionless meandering coefficient was not only reduced from default (1.0) to 0.09,
0.08, and 0.07, but also increased to 1.1, 1.2, and 1.3. As default Mannings surface roughness is already
low (0.03 m−1/3 s, coefficients were increased to 0.05, 0.07, and 0.09; c) compares simulated discharge
across the basin to assess impact of spatial resolution on simulated discharge; to that end two additional
observations upstream of Óbidos were introduced, Loc1 (most upstream) and Loc2 (intermediate upstream)
– see figure 3.4 for their locations; d) depicts the comparison of simulated water depth at three different
locations (Loc3, Loc4, and Loc5) randomly picked within the domain (see figure 3.4).

H F C

LFP/DFM 0.85 0.50 0.46

Table 3.5: Resulting hit rate H, false alarm ratio F, and critical success index C for benchmarking inundation
extent between LFP and DFM.
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Simulated inundation extent
We find that inundation extents obtained at the end of the simulation runs with DFM and
LFP are comparable, yet far from identical (Figure 3.7). Due to the larger inundation extent
of DFM, a hit rate of 0.85 is obtained, indicating that 85% of extent as simulated by LFP
is also simulated by DFM. Especially differences in inundated extent in upstream areas and
along small reaches can explain the obtained false alarm ratio of 0.50 (Table 3.5). These
differences are also responsible for the critical success index of 0.46 corroborating that in bit
less than half of the cells inundation extent is simulated by both models. A model agreement
of 46% is slightly higher than the 30-40% found by Trigg et al. (2016) for a benchmarking
study of global flood hazard models.

This, in fact, suggests that the choice of numerical scheme and model schematization alone
can greatly impact upon inundation, confirming that differences in model forcing and bound-
ary conditions do not act alone as a cause of modelled inundation difference, which could
have been the case in the results obtained Trigg et al. (2016).

Figure 3.7: Visualization of the benchmarking of simulated inundation extent between DFM and LFP for the
entire study area with some cells being flooded only by DFM, only by LFP or for both models.

A main cause for the differences observed for regions further upstream is that DFM tends
to compute larger flood extent than LFP: with DFM having larger cells in upstream areas
due to the flexible meshing, a larger 2D area is instantly marked as inundated for DFM once
overbank flow occurs. This loss of level of detail in DFM is the concession to be made for a
reduced number of grid cells and hence potentially faster computations in the 2D domain.
For more downstream regions, differences in inundation extent are primarily present at small
river channels while floodplain inundation is comparable. This, however, can to some extent
be attributed to differences in how the 1D domain is implemented in the models, with DFM
using grid-size independent vectors and LFP using grids at the overall spatial resolution of
the schematization. Given the overall larger inundation extent simulated by DFM, the above-
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discussed deviations in simulated discharge and in particular the more pronounced wave
attenuation in DFM may be explained as return flows from the floodplain to the channel as
they seem to be faster in LFP than in DFM.

3.6 Conclusion and recommendations
In this study, we presented GLOFRIM, a GLObally applicable computational FRamework for
Integrated hydrologic hydrodynamic Modelling. In its current version, it provides an environ-
ment to one-directionally couple the global hydrologic model PCR with two hydrodynamic
models: DFM solving the full SWEs, and LFP solving the LIEs.

By linking hydrology to hydrodynamics, it is possible to take advantage of the strengths
of both while at the same time compensating their weaknesses. We define five main assets
of GLOFRIM: (i) it is openly accessible and hence can be directly applied and adapted to
specific purposes, and extended with other models; (ii) by employing a global hydrologic
model to obtain model forcing, the framework can easily be applied globally; (iii) models to
be coupled may be selected depending on their local performance and thus more relevant
processes can be captured; (iv) the spatially explicit coupling scheme can be extended to a
full feedback loop between hydrology and hydrodynamics; (v) thorough benchmarking and
ensemble modelling of hydrodynamic models is supported by providing identical hydrologic
forcing for experiments.

GLOFRIM at present provides a range of options for model coupling. Users can choose
between coupling PCR to either the 1D or 2D domain, can specify whether to update hydro-
dynamics through states or fluxes, and can run hydrodynamic models in both non-Cartesian
spherical and projected coordinate systems. It is generically written and does not require any
a priori knowledge of the code as all important settings are specified in a separate settings
file.

Besides PCR as well as DFM and LFP, there are many other global hydrologic and hydrody-
namic models available which have their individual advantages. As the framework is freely
and openly available, its design can easily be extended and adapted to cater for the coupling
of other hydrologic or hydrodynamic models, merely requiring the implementation of the BMI
into each model to be added.

Eventually, adding a 1D continental hydrodynamic model such as CaMa-Flood (Yamazaki
et al., 2011) would allow for replacing the kinematic wave approximation of PCR to pro-
vide more accurate upstream boundary inflow to the domain with explicit high-resolution 2D
floodplain computations.

Employing a BMI does not change the model functionality but it does provide a range of
added functions. Furthermore, not all model variables need to be exposed, only those to
reproduce model geometry, distinguish between 1D and 2D cells, and to update model states.
We therefore recommend considering this option for future model developments and will
also aim to incorporate other models ourselves. To our knowledge, spatially explicit model
coupling on a global scale by means of such a framework is unprecedented. Consequently,
user experiences and lessons learnt are still sparse and any initiatives regarding framework
extension are therefore kindly received by the authors, as well as feedback and experiences.
We also recommend the testing and application of it in other study areas and under different
boundary conditions to further evaluate the code, process flow, and applicability.

Before applying GLOFRIM in an actual test case, we performed a simple synthetic test case
to obtain a first-order insight into how both models may differ regarding their computational
complexity. Thereby both the 1D and 2D domain were forced by a synthetic inflow signal
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and simulated discharge was evaluated along the flow path. Results show that both models
produce the same response to the signal despite the difference in solver complexity.

The results obtained are in line with previous studies showing that for sub-critical flow
regimes discharge results should be similar (de Almeida and Bates, 2013; Neal et al., 2012a).
Both hydrodynamic models were then applied within GLOFRIM for the Amazon River basin
and evaluated regarding simulated discharge, water levels, run time, and inundation extent,
also constituting a first comparison of large-scale flexible mesh and regular grid applications.

Assessing simulated discharge shows that both models exhibit comparable results with LFP
tending to compute earlier and slightly increased peak discharge estimates. As thorough test-
ing of plausible causes did not show significant improvements, we speculate that differences
in processing of 1D channel bathymetry, interaction between 1D channels and 2D floodplains
or assignment of input surface elevation data to the different grids may impact discharge re-
sults. The latter is supported by discharge observations made in farther upstream areas where
differences in grids are largest. A more in-depth analysis of these differences was, however,
outside the scope of this study and thus needs to be performed in a follow-up study.

As the general overprediction of observed discharge at Óbidos can partly be attributed to
the absence of hydrologic processes on inundated floodplains, it is envisaged to extend the
current code such that it also caters for a full feedback loop between hydrodynamics and
hydrology.

Water levels simulated by both models differ locally, yet only slightly. These discrepancies
between both models are most likely due different grid schematizations in DFM and LFP,
which results in locally differing elevation values and cell areas and thus influences simulated
water levels. Due to differences in model structure and design, downstream boundary con-
ditions had to be implemented slightly differently, possibly also impacting water level results
in particular for more downstream stations. As it was the aim of this paper to introduce the
computational framework applied, a more elaborated evaluation of causes for water level
deviations is future work.

A key parameter for large-scale modelling is run time. In the current study, the schemati-
zation of LFP contains more than 4 times the number of 2D cells than DFM while the number
of 1D cells is 40% higher in LFP than in DFM. Despite the greater number of cells, LFP has a
slightly shorter run time. This is in line with the results obtained in the synthetic test case, yet
the relative difference is reduced due to the application of flexible meshes for the 2D domain
and the nature of the coupling algorithm applied: because water was coupled directly into
the 1D channels, flow over the 2D domain was limited and, as a result, so was the impact of
differences in computational efficiency of the models.

Differences in run times may also be related to more fundamental factors, such as the de-
gree of code optimization applied. Additionally, DFM was, in contrast to LFP, not explicitly
developed for efficient inundation modelling, but as a multi-purpose tool including several
additional physical processes, such as the potential to simulate 3D flow, estuarine processes
or hydrogeomorphologic dynamics, which could also result in longer run times. To better
understand causes of run time discrepancies, further model development, testing, and evalu-
ation is therefore recommended.

To benchmark LFP and DFM in terms of simulated inundation extent in the Amazon River
basin, the hit rate H, the false alarm ratio F, and the critical success index C were determined.
In general, both models agree about as often as they disagree, indicating that both DFM and
LFP predict simulation extent for around half of all cells. This level of agreement is slightly
higher than the one obtained by Trigg et al. (2016) and is a strong indication that the model
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geometry and numerical scheme play a similarly strong role in influencing model accuracy as
the boundary conditions and model forcing applied in global flood hazard models.

Moreover, a higher value could not be obtained due to the impact of the flexible mesh,
especially for upstream areas where DFM runs at cells that are a factor of 25 larger than
in LFP. While such large cells contribute strongly to shorter run times, they may also have
implications for detailed flood hazard estimates which can be strongly hampered. In the case
of employing a flexible mesh, it seems as if an a priori decision has to be made where and to
which extent such models are supposed to provide fine-scale results or whether computational
efficiency is the main aim both at the same time does not seem to be feasible from our results.

We hence recommend testing the application of flexible meshes for large-scale riverine
inundation modelling in more detail to obtain a better understanding of the trade-off to be
made between grid refinement and model accuracy.

With the presented computational framework GLOFRIM and the satisfactory results ob-
tained, we trust to have contributed to the current development of model coupling and
integration, and to have provided an openly accessible tool that facilitates more accurate
large-scale flood hazard estimates.

We hope that, eventually, the integration of hydrologic and hydrodynamic models will lead
to improved flood risk assessments and planning of climate change impact mitigation and
adaption measures.
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Chapter 4

Benchmarking flexible meshes and regular grids for large-
scale fluvial inundation modelling

Damage resulting from flood events is increasing world-wide, requiring the implementation of miti-
gation and adaption measures. To facilitate their implementation, it is essential to correctly model
flood hazard at the large scale, yet fine spatial resolution. To reduce the computational load of mod-
els, flexible meshes are an efficient means compared to uniform regular grids. Yet, thus far they have
been applied only for bespoke small-scale studies requiring a high level of a priori grid preparation.
To better understand possible advantages as well as shortcomings of their application for large-
scale riverine inundation simulations, three different flexible meshes were derived from Height Above
Nearest Drainage (HAND) data and compared with regular grids under identical spatially explicit
hydrologic forcing by using GLOFRIM, a framework for integrated hydrologic-hydrodynamic inunda-
tion modelling. By means of GLOFRIM, output from the global hydrologic model PCR-GLOBWB
was passed to the hydrodynamic model Delft3D Flexible Mesh. Results show that applying flexible
meshes can be beneficial depending on the envisaged purpose. For discharge simulations, similar
model accuracy was obtained between flexible and regular grids, with the former generally having
shorter run times. For inundation extent simulations, however, the coarser gridding of flexible meshes
in upstream areas results in a poorer performance if assessed by contingency maps. Moreover, while
the ratio between minimum and maximum spatial resolution of flexible meshes has limited impact on
discharge simulations, water level estimates may be stronger influenced by the application of larger
grid cells. As this study presents only a small set of possible realizations, additional research needs
to unravel how the data and methods used as well as the choices for discretizations influence model
performance. Generally, the application and particularly discretization process of flexible meshes in-
volves more options, bringing more responsibilities for the user. Once an a priori decision is made on
the model purpose, flexible meshes can be a valuable addition to modelling approaches where short
run times are essential, facilitating large-scale flood simulations, ensemble modelling or operational
flood forecasting.

Based on: Hoch, J. M., van Beek, R., Winsemius, H. C., Bierkens, M.F. P. (2018), Benchmarking flexible
meshes and regular grids for large-scale fluvial inundation modelling, Advances in Water Resources 121,
350–360.
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4.1 Introduction
In recent years, losses due to riverine inundations increased strongly: between 1980 and
2013, they exceeded USD 1 trillion of direct economic losses and more than 220,000 fatalities
(MunichRe, 2010). This development can be attributed to the growth of both population and
asset values in floodplains (Ceola et al., 2014; Winsemius et al., 2016) as well as changes
in river regimes (cf. Jongman et al. (2012), MunichRe (2010), Visser et al. (2012), and
Winsemius et al. (2016)). Despite inherent uncertainties, several studies indicate that flood
risk will enhance in the future (Hirabayashi et al., 2013; Jongman et al., 2014; Winsemius
et al., 2016).

To capture the driving climate-flood interactions and processes world-wide, it is beneficial
to apply global hydrologic models (GHMs) to guarantee seamless large-scale inundation mod-
elling across basins and borders. Besides modelling flood hazard at such scale, information
should be provided at a spatial resolution sufficiently fine to be locally relevant (Bierkens
et al., 2015), facilitating stakeholders involvement (Beven et al., 2015). However, the finest
spatial resolution achieved for GHMs is currently 10km x 10 km at the Equator (Bierkens,
2015).

One way to improve the applicability of GHMs would be by simulating lateral floodplain
flow and channel-floodplain interactions at a finer scale. Moving to a finer scale is, however,
not straightforward as the current debate about hyper resolution shows (cf. Beven et al.
(2015), Bierkens et al. (2015), Wood et al. (2011), and Beven and Cloke (2012)).

In contrast to GHMs, hydrodynamic models can run at a finer spatial resolution, for instance
90 m globally (Sampson et al., 2015) or 30m for the Continental United States (Wing et
al., 2017; Wing et al., 2018). A downside of hydrodynamic models, however, is that they
often use observed discharge as model forcing or employ synthesized flood waves, hence not
accounting for all relevant hydrological processes. Consequently, the spatial correlation of
large-scale flood events as well as the impact of climate change on flood hazard and risk can
be simulated only with concessions.

One way to circumvent the problems associated with coarse spatial resolutions of GHMs
and data dependency of hydrodynamic models is hydrologic-hydrodynamic model coupling.
On smaller scales, this was already achieved (Felder et al., 2017; Kim et al., 2012; Viero et
al., 2014), and in a more recent study Hoch et al. (2017a) coupled large-scale hydrologic and
hydrodynamic models. Besides spatial extent, the latter approach distinguishes itself from
others such that it employs the Basic Model Interface (BMI; Peckham et al. (2013)), pro-
viding a flexible coupling design avoiding changes to, and entanglement of model code. By
means of this interface, output from PCR-GLOBWB (PCR; Sutanudjaja et al. (2018)) forced
the hydrodynamic model Delft3D Flexible Mesh (DFM; Kernkamp et al. (2011)). While dis-
charge simulations improved, the extent to which the chosen flexible mesh impacted results
remained unclear, calling for additional research on the use of flexible meshes for large-scale
inundation modelling.

Despite the large number of studies employing flexible meshes for fluvial flooding (cf. Cas-
tro Gama et al. (2013), Kim et al. (2014), Kumar et al. (2009), Sanders et al. (2010), and
Schubert et al. (2008)), none explicitly assesses the role of different mesh configurations, let
alone for large-scale applications. While for these bespoke studies an efficient mesh was usu-
ally created first, such fine-tuning is too time-consuming for large-scale inundation modelling
which may encompass several larger catchments. What is rather needed are fast approaches
to generate flexible meshes over large areas covering a grand variety of topological proper-
ties. To make maximum use of the potential of flexible meshes, a resolution sufficiently fine
to provide “locally relevant” (Bierkens et al., 2015) results has to be determined a priori. How
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various degrees of mesh refinement impact large-scale inundation modelling results is hardly
researched until now and thus additional insight is needed.

In contrast to flexible meshes, there is a multitude of studies investigating various aspects
of regular grid refinement. For instance, it was found that spatial resolution impacts the ac-
curacy of inundation estimates (Savage et al., 2016b), water depth estimates and floodplain
drainage flow (Savage et al., 2016a), and channel flow through near channel storage effects
(Horritt and Bates, 2001a). Hardy et al. (1999) concluded that grid resolution impacts sim-
ulated discharge linearly and water depth in a less structured way due to the impact of the
geographical surrounding of each observation location. Comparable results were obtained by
Fewtrell et al. (2008) in a small urban environment.

In this study, we will add considerations for large-scale (potentially even global-scale) flood
hazard models using a fast set-up of flexible meshes. We present a first benchmark and
sensitivity analysis to advance our understanding how model accuracy scales with flexible
mesh discretization in large-scale studies. Eventually, we want to better understand (a) how
different configurations of flexible meshes influence model accuracy, (b) how results differ
between flexible meshes and regular grids, and (c) what lessons can be learned for future
applications.

The analysis was performed by employing GLOFRIM, a globally applicable framework for
integrated hydrologic-hydrodynamic modelling (Hoch et al., 2017b). GLOFRIM is an openly
accessible, modular, and extensible tool facilitating model coupling, currently allowing for
spatially coupling PCR with DFM or LISFLOOD-FP (LFP; Bates et al. (2010)). What was de-
cisive to apply GLOFRIM was the requirement to guarantee identical spatially varying model
forcing for all discretizations as well as the need to include all river reaches and floodplains
in the analysis.

Three different 1D/2D flexible meshes of the lower Elbe basin (Figure 4.1) were forced
with identical output from PCR at 30 arcmin spatial resolution. All flexible meshes were
created based on the Height Above Nearest Drainage (HAND) method (Rennó et al., 2008).
We decided to use HAND as it requires only little input data and is fast in computing to-
pographical gradients with respect to the channel network. To benchmark model results of
flexibly gridded meshes, we also applied GLOFRIM to three regular grids. All model results
were then validated against observed discharge values as well as benchmarked with respect
to their simulated water levels, water volume, run time, and inundation extents.

4.2 Models and methods

4.2.1 PCR-GLOBWB
The global hydrologic model PCR-GLOBWB (PCR; Sutanudjaja et al. (2018)) distinguishes
between two vertically stacked soil layers, an underlying groundwater layer, and a surface
canopy layer. Water can be exchanged vertically, and excess surface water can be routed
horizontally along a local drainage direction network, employing the kinematic wave ap-
proximation. The model was forced with Climate Research Unit (CRU) precipitation and
temperature data (Harris et al., 2014), and potential evaporation was computed using the
Penman–Monteith equation. Data sets were downscaled to daily fields for the period from
1957 to 2010 using ECMWF (European Centre for Medium Weather Forecasts) re-analysis
products (ERA40/ERAI; Kållberg et al. (2005) and Uppala et al. (2005)) as outlined in van
Beek (2008). PCR furthermore takes into consideration irrigation water demand and indus-
trial and domestic water abstraction based on reported water demand (FAOSTAT 2017). To
use the best possible hydrologic forcing for the hydrodynamic model, we applied a regional
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Figure 4.1: Plot of the digital elevation model (DEM) and channel network in the Elbe basin as well as the
actual model extent for which hydrodynamic simulations were run.

optimization scheme to find the parameterization yielding the most accurate discharge esti-
mations at Neu-Darchau (Figure 4.2). Further explanation regarding the optimization tech-
nique can be found in Hoch et al. (2017a). Manning’s surface roughness coefficients of 0.04
m−1/3 s and 0.07 m−1/3 s were used for river channel and floodplain, respectively.

4.2.2 Delft3D Flexible Mesh
Delft3D Flexible Mesh (DFM; Kernkamp et al. (2011)) allows its user to discretize the 2D
model domain with a flexible mesh, applying different geometrical shapes at various resolu-
tions to discretize the study area, or regular grids, using the same spatial resolution over the
entire domain. The application of a flexible mesh with DFM is both mass and momentum
conservative as a) the continuity equation is formulated in a conservative way and b) require-
ments of orthogonality must be met for stable model runs. For instance, triangles must be
acute, that is none of the internal angles must be larger than 90◦. For further information on
the use as well as technical descriptions of DFM, we refer to the user manual and technical
reference manuals (Delft3D Flexible Mesh User Manual 2019; Delft3D Flexible Mesh Technical
Manual 2019). The numerical solutions of DFM are provided by Eq. 3.1 and Eq. 3.2. In
contrast to PCR, DFM solves the full shallow water equations and thus can capture impor-
tant flood triggering processes such as backwater effects (Moussa and Bocquillon, 1996). To
maintain comparability, DFM also employs Manning’s surface roughness coefficients of 0.04
m−1/3 s and 0.07 m−1/3 s for 1D channels and 2D floodplain flow, respectively.
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4.2.3 GLOFRIM
GLOFRIM is a globally applicable framework for integrated hydrologic-hydrodynamic mod-
elling (Hoch et al., 2017b). With GLOFRIM, it is possible to perform spatially explicit coupling
between hydrologic and hydrodynamic models at a time step basis. With the current version
of GLOFRIM, PCR can be coupled to either the DFM model used here or LISFLOOD-FP (Bates
et al., 2010). Applying GLOFRIM has two major advantages: first, identical model forcing
is provided through PCR output, guaranteeing reproducibility and comparability; and sec-
ond, setting up a coupled hydrologic-hydrodynamic model is greatly facilitated due to the
pre-defined workflow. GLOFRIM is built upon the Basic Model Interface (BMI; Peckham et
al. (2013)). In contrast to other model coupling studies employing other approaches to ex-
change information (chapter 1.3.1), using the non-invasive BMI allows continuing separate
development of the models and avoids the entanglement of model code. By means of the BMI
it is possible to retrieve, manipulate, and place model data during model execution. Hence,
spatial coupling can be achieved by overlaying grids from two models, and assigning hydro-
dynamic to hydrologic cells on a grid-to-grid basis. Consequently, the hydrodynamic model
is forced with output from PCR by exchanging runoff and discharge volumes between corre-
sponding PCR and DFM cells. For further information regarding GLOFRIM, we refer to Hoch
et al. (2017b) and chapter 3.

4.2.4 Hydrodynamic discretizations
Six different DFM discretizations of the lower Elbe basin were designed (Figure 4.2): three
with spatially varying grid size and three with uniform grid size. For the flexible meshes,
we designed these set-ups: F1 used a length of 1600 m for its coarsest resolution whereas
F2 used 3200 m. Both employed 400 m for its smallest cells. Comparable to F1, F3 also
used 1600 m for its coarsest resolution but used only 800 m for its finest cell, in order to
evaluate the effects of both the largest and finest cell lengths. For the regular grids, we set
up discretizations with 400 m (R1), 800 m (R2), and 1600 m spatial resolution (R3) to be
compared with the flexible meshes. Additional descriptive statistics can be found in Table 4.1.
None of the hydrodynamic discretizations were calibrated as the impact of model parameters
scales with spatial resolution (Fewtrell et al., 2008).

To derive the model discretization for DFM, we used HydroSHEDS surface elevation and
drainage network data at 15 arcsec (Lehner et al., 2008) to apply the Height Above Nearest
Drainage algorithm (HAND; Rennó et al. (2008)).

We opted for HAND as it provides a tool for fast grid generation in terms of both data re-
quirements and execution time and is thus well suited for large-scale applications. Besides,
HAND was applied for other inundation modelling studies (Nobre et al., 2016; Speckhann
et al., 2018) and has only a user-defined upstream area threshold as possible source of un-
certainty. Various levels of grid refinement were achieved by using different initial grid sizes
as well as varying values for both minimum grid cell size and maximum model time step.

As 2D floodplain elevation values we employed the canopy-removed bare earth SRTM data
(O’Loughlin et al., 2016) and hydraulically smoothed it to account for the vertical measure-
ment errors inherent in remotely sensed elevation data (Yamazaki et al., 2017; Yamazaki et
al., 2012a) before assigning it to the 2D part of the grids.

We based both the network and river width information of the 1D channels on the Global
Width Database for Large Rivers (GWD-LR; Yamazaki et al. (2014a)), while river depth infor-
mation was derived by applying the equations of Leopold and Maddock (1953). Bathymetric
information was stored at cross-sections with a spacing of around 10 km and subsequently
interpolated between cross-sections along the river network. For both flexible meshes and
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Figure 4.2: Locations of observation stations used for both discharge validation and water level analysis as
well as different discretizations of the Elbe Basin in DFM: a) F1; b) F2; c) F3; d) R1; e) R2; and figure 3.4
R3. For more detailed properties of grids see Table 4.1.

regular grids, the 1D channel discretization remained unaltered to guarantee consistency be-
tween model runs.

We did not account for dikes and other man-made structures due to the lack of reliable
global data for our large-scale applications and implementing them would otherwise intro-
duce additional uncertainty to model results. Due to the same reason, we desisted from using
sub-grid elevation data or spatially heterogeneous surface roughness values which would typ-
ically be done for catchment-scale studies.

4.2.5 Assessment of model results
All test cases were run for the period 01 January 2002 until 31 December 2010 after two years
of spin-up. Simulated discharge was validated at Neu-Darchau (ND), Tangermuende (TM),
and Torgau (TG) (Figure 4.2) by computing the coefficient of correlation (r), the root mean
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F1 F2 F3 R1 R2 R3

Min. cell
length

400 m 400 m 800 m 400 m 800 m 1600 m

Max. cell
length

1600 m 3200 m 1600 m 400 m 800 m 1600 m

Number of
2D cells

130,532 44,213 27,806 138,710 34,684 8,669

Min. cell
area [m2]

142,982 143,153 572,761 285,906 1,143,690 4,575,274

Max. cell
area [m2]

4,811,793 19,081,223 4,846,141 303,290 1,213,058 4,851,411

Ration
max/min

33 133 8 1 1 1

Avg. cell
area [m2]

626,893 925,359 1,471,248 294,897 1,179,564 4,718,120

Med. cell
area [m2]

299,654 576,330 1,184,197 295,197 1,180,852 4,723,911

Table 4.1: Measured and derived properties of different DFM discretizations; note that differences in min-
imum and maximum cell area for regular runs with uniform cell length are due to the use of a spherical
coordinate systems which results in variations of area depending on latitude and longitude.

square error (RMSE), and the model’s skill expressed as the Kling–Gupta efficiency (KGE;
Gupta et al. (2009)). That way it is possible to assess the impact of different discretizations
under different discharge regimes. The required discharge observations were kindly provided
by the German Waterway and Shipping Administration (Wasser- und Schifffahrtsverwaltung
des Bundes; WSV) via the Federal Institute of Hydrology (Bundesanstalt für Gewässerkunde;
BfG).

To obtain an impression how simulated water levels differ throughout the basin, they were
compared qualitatively at six observation stations covering the up-, mid-, and downstream
part of the basin (Figure 4.2).

Inundation extent was benchmarked for all discretizations similar to the approach and
reasoning of Fewtrell et al. (2008). Thereby, the hit rate H, the false alarm ratio F, and
the critical success index C were determined for each inundation map with respect to the
map with the highest spatial resolution R1. H, F, and C were computed with the subsequent
equations where NR1 and Ncomp indicate the number of inundated cells in of the benchmark
map obtained with R1 and the map of the discretization to be compared, respectively.

H =
Ncomp ∩NR1

NR1
(4.1)

F =
Ncomp\NR1

Ncomp ∩NR1 +Ncomp\NR1
(4.2)

C =
Ncomp ∩NR1

Ncomp ∪NR1
(4.3)

All parameters can vary between 0 and 1. While H=1 shows that all inundated cells in the
benchmark data are also inundated in the comparison data, F=1 indicates that the inundated
cells in the comparison are entirely false alarms with respect to the benchmark. The critical
success rate C, in turn, should be 1 for perfect agreement, thereby penalizing for both under-
and overprediction.
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Unfortunately it was not achievable to validate simulated inundation extent against obser-
vations due to the lack of embankment height information and the resulting overestimation
of simulated inundation extent.

Simulated discharge, water levels, and inundation extent were put into perspective by as-
sessing simulated water volumes, which functions as a proxy for overbank water storage.
In addition, run times are reported to evaluate the computational efficiency of the different
grids.

4.3 Results and Discussion

4.3.1 Simulated discharge
Three observations can be made across all six discretizations regardless the gridding scheme.
First, computed discharge exceeds observations for regular flow regimes, but underpredicts
discharge for peak flow conditions (Figure 4.3). Further investigation revealed that this is
mostly due to the discharge overpredicted by PCR which thus already determines the potential
accuracy of the coupled output. Second, the magnitude of exceedance increases downstream,
as expressed by the increase in RMSE (Table 4.2a). We postulate that this larger bias is caused,
at least partly, by the absence of hydrological processes in the hydrodynamic model, such as
groundwater infiltration or evaporation. Last, the absence of dikes influences the shape of
all simulated hydrographs. Without dikes, simulated discharge is smoother due to less flow
constriction, dampening and lagging particularly peak discharge. While the different aspects
do affect model accuracy, all discretizations are, however, affected equally and hence further
benchmarking is not hampered.

We assess the influence of the gridding technique applied first. Comparing the KGEs of the
discretizations with 400m (F1, F2, and R1) and those with 800m finest spatial resolution (F3
and R2) reveals that the application of a regular grid improves model’s skill insignificantly
compared to a flexible mesh discretization if the same finer spatial resolution is applied (Ta-
ble 4.2a). Additionally, results obtained for the regular grid runs indicate that further coars-
ening of the grid from 800m to 1600m impacts discharge results less drastically than from
400m to 800m, especially with respect to peak discharge computations.

Evaluating the impact of spatial resolution on discharge estimates, we find at ND that
simulated discharge deviates only slightly between spatial resolutions (Figure 4.3a and Ta-
ble 4.2a). For flexible meshes, F1 and F2 show near-identical discharge results while F3
yields lower estimates. Similarly, F1 and F2 yield comparable discharge results at TM and
TG. The near-identical results of F1 and F2 at all three stations suggest that the choice of the
finest spatial resolution within a flexible mesh strongly determines the accuracy of discharge
simulations while the coarsest resolution is less influential. At these farther upstream stations,
however, the deviation of F3 from F1 and F2 as well as of R3 from R1 and R2 is larger than
at ND (Figure 4.3c-f).

Because discharge at ND differs hardly between discretization, the overall discharge vol-
umes passing TM and RT should also be comparable to exclude any water balance errors. As
this is not the case here, we re-run all discretization with cross-sections covering the entire
floodplain width to exclude uncaptured floodplain flow as cause.

Comparing discharge obtained from channel flow (Figure 4.3) with the full floodplain dis-
charge (Figure 4.4) suggest that with coarser cells a larger fraction of total downstream flood-
plain flow travels via the 2D floodplain cells, most likely due to the reduced number of 2D
cells available to accommodate floodplain flow.
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Figure 4.3: Simulated and observed discharge at three observation stations throughout the basin for cross-
sections only capturing the flow in the 1D channels only, separately plotted for all flexible meshes (left) and
regular grids (right): (a and b) Neu-Darchau, (c and d) Tangermuende, and (e and f) Torgau.

Since model skill is near-identical at each station across set-ups (Table 4.2a), the new re-
sults provide insight into flood wave propagation: at the most upstream station TR, PCR dis-
charge and DFM discharge correlate very strongly (r=0.94), but with increasing downstream
distance, the discrepancy between discharge simulated without and with GLOFRIM increases
from r=0.75 at TM to r=0.57 at ND. This underpins the above made assumption that not
accounting for open water evaporation and groundwater infiltration in hydrodynamic models
can lead to a reduction of model accuracy. In the subsequent section, their potential influence
is analysed in more depth.

As mentioned above, discharge peaks are not well simulated by the hydrodynamic model,
and we thus performed a peak-above-threshold analysis to assess performance for peak flows
separately (Table 4.2b). As threshold we used the long-term mean discharge per station as
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Figure 4.4: Simulated and observed discharge at three observation stations throughout the basin for cross-
sections covering the 1D chanels as well as the entire 2D floodplain, separately plotted for all flexible meshes
(left) and regular grids (right): (a and b) Neu-Darchau, (c and d) Tangermuende, and (e and f) Torgau.

reported by the BfG4: for ND 705 m3 d−1, for TM 562 m3 d−1, and for TR 340 m3 d−1.
Results suggest that for peak flow conditions, the discretization approach opted for as well
as the absence of dikes and other flood wave containing measures impacts model accuracy
strongly and poses a limitation to using the here applied discretizations in an operational
setting. Besides, results corroborate that capturing floodplain flow for coarser discretizations
is even more important for peak flow conditions. These findings are, however, in line with
expectations as we used only global data sets and thus applicability for local bespoke studies
may be reduced (Ward et al., 2015).

4Hydrologic properties for each BfG station in the Elbe basin can be found on the Undine webpage: http://undine.
bafg.de/elbe/elbegebiet.html.

72

http://undine.bafg.de/elbe/elbegebiet.html
http://undine.bafg.de/elbe/elbegebiet.html


F1 F2 F3 R1 R2 R3

(a) Full time-series analysis

Neu-Darchau
r 0.33 0.31 0.28 0.33 0.29 0.25
KGE 0.04 / 0.07 0.03 / 0.06 0.05 / 0.05 0.08 / 0.07 0.07 / 0.06 0.06 / 0.05
RMSE 700 694 638 654 621 604

Tangermuende
r 0.39 0.37 0.31 0.40 0.32 0.18
KGE 0.16 / 0.39 0.22 / 0.39 0.05 / 0.38 0.23 / 0.38 -0.02 /

0.38
-0.11 /

0.39
RMSE 400 419 418 437 438 434

Torgau
r 0.65 0.60 0.60 0.69 0.59 0.63
KGE 0.12 / 0.39 0.06 / 0.39 -0.19 /

0.39
0.47 / 0.39 -0.19 /

0.39
-0.32 /

0.39
RMSE 280 291 374 241 373 425

(b) Peak-over-threshold analysis

Neu-Darchau
r -0.01 -0.02 -0.04 -0.01 -0.04 -0.05
KGE -0.03 /

0.15
-0.04 /

0.15
-0.06 /

0.10
-0.03 /

0.14
-0.06 /

0.12
-0.08 /

0.05
RMSE 684 675 635 650 629 624

Tangermuende
r 0.04 0.01 -0.05 0.05 -0.03 -0.13
KGE -0.15 /

0.35
-0.08 /

0.36
-0.29 /

0.33
-0.02 /

0.34
-0.34 /

0.32
-0.42 /

0.30
RMSE 633 581 670 561 719 694

Torgau
r 0.47 0.46 0.46 0.48 0.47 0.43
KGE -0.11 /

0.37
-0.17 /

0.37
-0.34 /

0.37
0.27 / 0.37 -0.34 /

0.37
-0.44 /

0.36
RMSE 460 478 610 329 609 677

Table 4.2: Descriptive statistics of simulated discharge at stations Neu-Darchau, Tangermuende, and Torgau;
results are separately assessed for (a) entire time series and (b) peaks above threshold. The threshold per
station is reported BfG mean discharge. Also, the effect of including the entire floodplain flow is presented
with descriptive statistics in italic.

4.3.2 Water volume
From Figure 4.5, three groups can be distinguished: the water volume of R3 which grossly
exceeds all other simulated volumes; an intermediate group consisting of F1, R2, and F3; and
the group of F2 and R1 containing the least water volume in the system. Overall, results show
that the water volume stored in the system increases significantly when moving to a coarser
discretization. The aggregation rate expressed as slope of the linear fit ranges between 11*105

m3 d1 and 25*105 m3 d1 for R1 and R3, respectively. Such accumulation may potentially lead
to overestimation of simulated water levels and discharge (Table 4.4a).

One possible cause for the increase in water volume storage may be the absence of feedback
loops between hydrodynamics and hydrology as discussed above. Another reason for the ac-
cumulation may be the absence of small 1D channels, hampering the drainage of floodplains,
as well as the coarse 2D elevation information obstructing important floodplain-channel flows
(Neal et al., 2012a).
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Figure 4.5: Water volume present on the 2D grid for all set-ups accumulated per time step over entire model
domain including a linearly fitted trendline.

We conducted a first-order assessment whether estimates of spatial-temporal averages of
both potential evaporation and groundwater infiltration rates could absorb the accumulated
volumes (b). By multiplying the average of potential evaporation as used by PCR forcing
(0.0019 m d1) with inundation area (Table 4.4b), a potential volumetric evaporation be-
tween 1.37*1011 m3 (for R1) and 2.06*1011 m3 (for R3) over the entire model period is
obtained, both greatly exceeding the total accumulated water volume for any discretization.
The average infiltration capacity expressed as the ksat value is with 0.15m d1 even higher than
potential evaporation. Since both values exceed the actually accumulated water volume, we
cannot exclude the absence of hydrologic processes as cause for the aggregation.

A clear answer whether this or hindered dewatering of floodplains as reported by Neal et al.
(2012a) was the main driver can, however, not be unambiguously be provided.

4.3.3 Water level
Results show (Figure 4.6) that the chosen spatial resolution impacts simulated water levels at
all stations, regardless the application of flexible meshes or regular grids. Even though there
are locally marked deviations, coarser spatial resolutions result in higher water levels at most
of the stations. The main trend in higher water levels with coarser resolution is consistent
with larger flood volumes during inundation.

The results can be explained by coarser spatial resolutions reducing connectivity as well
as representation of both floodplain flow and floodplain-channel processes which may result
in locally higher water levels (Altenau et al., 2017; Horritt et al., 2006; Neal et al., 2012a).
Besides, coarser spatial resolutions reduce dynamics and, especially at upstream stations, do
not capture all inundation events. Even though there is no linear relation between coarsening
of grid size and change in surface elevation at all six measuring points, elevation values at ob-
servation stations tend to increase with spatial resolution, potentially limiting the magnitude
of water level fluctuations (Table 4.3). This decrease of elevation with spatial coarsening is
due to spatial averaging of input elevation values (Savage et al., 2016b).
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Loc1 Loc2a Loc2b Loc3a Loc3b Loc3c

F1 3.57 19.65 25.28 36.86 76.21 62.85
F2 3.57 19.65 24.16 36.86 76.21 62.85
F3 1.07 18.48 21.16 42.16 77.28 60.49
R1 3.57 19.65 25.28 36.86 76.21 62.85
R2 1.07 18.48 24.16 42.16 77.28 60.49
R3 7.17 18.48 18.18 38.64 77.28 65.00

Table 4.3: Surface elevation in meters above ordnance level at observation stations.

Also, studies report a non-linear connection between model results and bulk flow effects at
coarser resolution as well as varying feedback loops at different resolution due to surrounding
cells (Fewtrell et al., 2008; Hardy et al., 1999). An unambiguous answer which is the driving
factor is unfortunately not possible due to the system’s complexity.

Water levels of flexible meshes and regular grid per station generally compare well. The
closest fit between flexible and regular grids could be found for the upstream stations Loc3b
and Loc3c as well as the most downstream station Loc1 where the F1, F2, and R1 as well as
F3 and R2, respectively, exhibit near-identical results.

4.3.4 Inundation extent
We benchmarked inundation extent at the end of the simulations of all discretizations with
R1 as reference map and computed contingency maps for visualization of the hit rate H, false
alarm ratio F, and critical success rate C (Figure 4.7).

It should be noted that, similar as for the discharge results, the absence of dikes and other
man-made structures in our discretizations results in overestimations of inundation extent
and thus we desisted from performing an actual validation against observed inundation ex-
tent. Besides, other factors potentially affecting inundation extent such as urban areas could
not be included due to lacking data. Also, including sub-grid elevation data and spatially
varying surface roughness values may have positively influenced the inundation extent ob-
tained.

We find that not only the overall spatial resolution, but also the gridding approach greatly
impacts the agreement of inundation extent at the finest level (Table 4.4b): although F1 has
the same finest grid size as R1, they agree only to 74%. This suggests that accuracy of flexible
meshes is reduced in those areas where a coarser spatial resolution is employed, which is
mostly in upstream areas. This underlines the above-made suggestion that the coarsest grid
size has a marked impact on simulated inundation extent. Besides, it seems that for a certain
range of coarser discretizations it is inconsequential which cell size or gridding technique is
opted for as H, F, and C are within close limits.

Coarser resolution models tend to predict larger inundation extent not only on floodplains,
but also for areas farther away from the channels. This again can be related to a lack of 2D
return flows with coarsened spatial resolution or missing hydrological feedback, as shown
above and in previous studies. Besides, similar studies for regular grids also report an in-
crease in inundation extent for coarser resolutions (Hardy et al., 1999) which, in turn, is
linked to a reduction of contingency and representativeness (Altenau et al., 2017; Horritt and
Bates, 2001a; Savage et al., 2016b). Altenau et al. (2017) also concluded that the critical
success index drops for coarser spatial resolutions due to averaging of channel and floodplain
properties.
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F1 F2 F3 R1 R2 R3

(a) Water volume

Offset 8.04 9.39 9.65 7.92 9.53 17.73
Slope [105
m3 d1]

12 13 14 11 14 25

Increase
[1010 m3]

0.95 1.00 1.10 0.85 1.10 1.60

Increase
[mm]

475 500 500 472 500 593

(b) Inundation extent

Inundated
area [1010
m2]

2.0 2.0 2.2 1.8 2.2 2.7

Hit rate 0.87 0.84 0.87 - 0.87 0.86
False alarm
ratio

0.17 0.24 0.28 - 0.29 0.44

Critical
success rate

0.74 0.67 0.65 - 0.65 0.51

(c) Run time

Duration [h] 71 41 24 80 25 10
Relative to
R1

89% 51% 30% - 31% 13%

Table 4.4: Summary of benchmarking results: a) statistical analysis of the trend in water volume accumu-
lation; b) metrical comparison of inundation extent; c) analysis of run time of different set-ups in relation to
the fastest run R1.

We, nevertheless, should acknowledge that when other mesh generation approaches other
than HAND would be applied, as for example GIS based approaches (Kumar et al., 2009),
results may differ as mesh size properties are to some extent configuration dependent.

4.3.5 Run time
We find that especially for smaller resolutions the differences increase significantly which is
in line with expectations and also found in comparable studies, although merely considering
regular grids (Altenau et al., 2017; Savage et al., 2016b). Besides very similar performance
in discharge computations, run times are almost identical for both R2 and F3. This is because
only 2D cells adjacent to rivers will be inundated and thus run time does not depend on the
overall number of 2D cells but is mainly governed by the number of 2D cells inundated. Even
though F2 and F1 have the same finer spatial resolution, run times differ markedly with the
latter having a factor 1.73 longer run time. The longest run time was, as expected, measured
for R1 which is 12% longer than F1. While the difference between regular grids and flexible
meshes is as expected, results show that major gains can be obtained if doubling the coarsest
spatial resolution, for instance from 1600m (F1) to 3200m (F2) of the flexible mesh provided
potential reduction of upstream model accuracy is acceptable.

4.4 Conclusion and Recommendations

To foster our understanding of differences between flexible meshes and regular grids as well
as to better understand both advantages and shortcomings of using flexible meshes for large-

78



scale inundation modelling, we compared six hydrodynamic discretizations of the lower Elbe
basin. To facilitate the fast generation of meshes, we used the Height Above Nearest Drainage
(HAND) algorithm. Comparability between runs was ensured by employing the GLOFRIM
framework, allowing for identical spatially varying and explicit forcing of hydrodynamic mod-
els with hydrologic output.

We conclude that the spatial resolution of the hydrodynamic model discretization influ-
ences model skill in simulating discharge, local water levels, and agreement between inunda-
tion maps, which complies with previous studies, although performed with different models
and on other scales (cf. Altenau et al. (2017), Fewtrell et al. (2008), Hardy et al. (1999),
Horritt et al. (2006), Savage et al. (2016a), and Savage et al. (2016b)). Even though the
findings are configuration dependent and we test only a sample of all possible discretizations,
those similarities across scales and applications are both confirmation of the robustness of our
results and proof that these links are model independent and thus of more universal nature.

For discharge simulations, the finest spatial resolution in the grid controls output accuracy;
that is, as long as the river and floodplains are schematized with sufficient detail, coarser cells
farther away will be less influental. Furthermore, there are no significant differences between
the application of a flexible or a regular mesh if comparable in resolution. This means that for
discharge simulations less detailed discretizations are acceptable for areas farther away from
the river system, if the finest spatial resolution is sufficiently fine to capture both channel and
floodplain flow processes.

This is crucial since with coarser spatial resolution a higher fraction of overall flow is con-
veyed via the 2D part. To some extent adding more 1D channels could alleviate this, but on
basis of our results we find the spatial resolution the larger impediment.

Since the here presented study solely employs large-scale data sets for a catchment-scale
analysis, a peak-over-threshold assessment shows that such approaches should be critically
examined for detailed flood hazard and risk assessments as not considering structures such
as dikes and drivers like spatially varying roughness coefficients may reduce the accuracy of
discharge simulations.

Unlike discharge, assessing inundation extent exhibited stronger deviations between the
gridding techniques: generally, a uniform and fine spatial resolution outperforms any coarser
or flexible grid. This is mostly due to the progressive coarsening of mesh size in upstream
areas, leading to larger simulated inundation extent once bankfull discharge capacity is ex-
ceeded.

To better understand to which extent the application of HAND influenced the extent of sim-
ulated discharge and the models skill in simulating peak discharge situations, we recommend
testing other mesh refinement approaches (see chapter 7.1.1 for recommendations).

Results suggest that applying a coarser spatial resolution enhances flow accumulation on
the floodplains. Comparing the accumulated volumes with potential reduction due to evapo-
ration or groundwater infiltration showed that these processes cannot be neglected. As most
hydrodynamic models do not simulate evaporation or groundwater infiltration, accumulated
water will remain there except for return flows. Consequently, future work should focus on
establishing feedback processes between inundation floodplains and hydrologic processes. A
first attempt to include two-directional coupling is shown in chapter 6.2.

What can be derived from these findings is that there is a threshold resolution defining the
limits of meaningfulness of mesh refinement only if a certain minimum fineness of resolution
is given, flow and inundation processes can be represented sufficiently well. While this was
already found to be true for regular grids (Horritt and Bates, 2001a), this study illustrates
similar patterns for flexible meshes.
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As the relation between this resolution and model accuracy will most likely differ depending
on basin and river dimensions as well as grid generation technique, we recommend further
research to establish a relation between basin properties and mesh design. Such knowledge
would be of invaluable use for any large-scale hydrodynamic study as essential time savings
effects by grid size optimization could be achieved.

As a guideline for future applications of flexible meshes for large-scale inundation studies,
we define three major aspects to consider if applying a flexible mesh for large-scale inundation
studies:

• using HAND to generate large-scale flexible meshes is a fast and low-level approach for
large-scale applications where more detailed topographical features can be neglected

• results for this test case underline the importance of including smaller topographic fea-
tures for detailed catchment-scale flood hazard and risk assessments

• location-specific output, such as river discharge and floodplain water levels, is less sen-
sitive to coarse-resolution flexible meshes in upstream areas

• A minimum fine spatial resolution must be met for floodplain areas to reduce volume
conveyed via floodplains and facilitate return flows into channel

• domain-wide output, such as inundation extent, profits from the application of uniform
fine-resolution regular grids

As this study is the first of its kind focussing on comparing flexible meshes with regular
grids using methods and data for large-scale applications, the number of flexible meshes used
was limited. To further increase our understanding of the confines of their applicability, we
recommend a study merely focussing on the impact of mesh variations but then with a wider
range of discretizations.

To conclude, we see potential in the application of flexible meshes for future “hyper reso-
lution” large-scale inundation studies, but it also brings more responsibilities. Applicants of
flexible mesh models need to put additional emphasis on the creation of the hydrodynamic
discretization as it is the coarsest spatial resolution that may become the bottleneck of accu-
racy. While we used the HAND algorithm for fast and semi-automated mesh creations, we
recommend testing other mesh generation approaches as well.

Generally, we think that mesh designs should be based on a number of considerations.
For instance, for discharge simulation larger ratios between largest and smallest cell size are
admissible, whereas for inundation extent computations this ratio should be minimized. Also,
the context of the simulation needs to be considered: are detailed estimates required or are
short run times essential? Does one need high accuracy output for the entire domain or just
a small part of it? Once the user has a clear idea of the study objectives, the application of
a flexible mesh can indeed serve as a computationally efficient alternative to regular grids,
proving potentially useful for large-scale, operational, or ensemble modelling studies where
results need to be computed in brief time.
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Chapter 5

Advancing global flood hazard simulations by improving
comparability, benchmarking, and integration of global
flood models

In recent years, a range of global flood models (GFMs) were developed, each utilizing different
process descriptions as well as validation data sets and methods. To quantify the magnitude of
these differences, studies assessed the performance of GFMs on the continental and catchment
level. Since the default models set-ups resulted in locally marked deviations, there is a clear need for
further and especially more standardized research to not only maintain credibility, but also support
the application of GFM products by end-users. Consequently, we here outline the basic requirements
and challenges of a Global Flood Model Validation Framework for more standardized model validation
and benchmarking in the hope of encouraging the much needed debate, research developments in
this direction, and involvement of science with end-users. By means of the framework, it is possible
to streamline the data sets used for input and validation as well as the validation approach itself.
By subjecting GFMs to more thorough and standardized methods, we think their quality as well as
acceptance will increase as a result, especially amongst end-users of their outputs. Otherwise GFMs
may only serve a purely scientific purpose of continued model improvement but without practical
use. Furthermore, we want to invite GFM developers to make their models more integratable which
would allow for representation of more physical processes and even more detailed comparison on a
model component basis. We think this is pivotal to not only improve the accuracy of model input
data sets, but to focus on the core of each model, the process descriptions. Only if we know more
about why GFMs deviate, are we able to improve them accordingly and develop a next generation
of models, not only providing first-order estimates of flood extent but supporting the global disaster
risk reduction community with more accurate and actionable information.

Based on: Hoch, J. M., Trigg, M. A. (2019), Advancing global flood hazard simulations by improving com-
parability, benchmarking, and integration of global flood models, Environmental Research Letters 14 (3),
034001.
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5.1 Introduction
Economic damage and casualties due to flooding increased remarkably in recent decades. Due
to a combination of factors, such as population growth, urbanisation, and a changing climate,
flood risk will continue to rise world-wide (cf. Ceola et al. (2014), Winsemius et al. (2016),
Ward et al. (2013), and Jongman et al. (2012)). Thus, the implementation of improved
flood risk management, as well as efficient adaptation and mitigation measures are required
and, more fundamentally, a better understanding of the processes driving flood events. With
most riverine flood events simultaneously impacting multiple neighbouring countries and
catchments (Jongman et al., 2014), declining availability of observed discharge data on the
one hand, and increasing computational power on the other hand, the benefit of using global
flood models (GFMs) was recognized as a key tool in tackling these challenges. Hence, hence
their development and application increased rapidly in recent years (Bates et al., 2018; Ward
et al., 2015).

All available GFMs are fit for the purpose of modelling global flood hazard and risk and val-
idated to some extent during their development and dissemination. Yet, they all inherently
have, depending on their governing processes and structure, distinct properties, strengths,
and weaknesses. Since validation data, period, and location are usually not consistent be-
tween GFM description studies, model differences do not directly become visible while in fact
they can result in locally remarkable deviations when compared with each other (Bernhofen
et al., 2018; Trigg et al., 2016).

In contrast to GFMs, global hydrologic models (GHMs) are regularly compared, for instance
their routing scheme (Zhao et al., 2017) or simulated runoff (Beck et al., 2017). Such model
intercomparison projects are a great way to narrow the above-mentioned knowledge gap,
let alone the stimulus for intensified scientific collaboration and exchange. Consequently,
GFMs are behind in terms of collaborative testing as lack of more consistent and regular
comparison, hampering a better understanding of the discrepancies in model outputs. This
epistemic uncertainty could, we postulate, lead to problematic model equifinality as results
may agree only coincidentally.

A better understanding of why and where each model may or should be used is, however,
pivotal. Discerning not only a model’s strengths, but also its uncertainties, limitations, and
differences with respect to other models is a central pillar to put model outputs into perspec-
tive and increase their credibility. By virtue of a transparent comparison process with other
models, individual model developers can see more clearly how to improve their own data sets
and process representation where they may see these lacking.

Since the relative accuracy would become more tangible, the meaningfulness and applica-
bility of each model for end-users would increase too. Various workshops aimed at bringing
together researches and practitioners provide evidence that there is a growing demand for
more transparency and better overview of GFMs as well as their characteristics and uncer-
tainties (Watson, 2018; Partnership, 2016; Partnership, 2017). This is particularly important
for non-expert users of model outputs who rely on a clear understanding of the appropriate-
ness and limitations in order to use the data appropriately (Trigg et al., 2016; Ward et al.,
2015).

So, what are some possible ways forward? First, to facilitate obtaining the required under-
standing, an easily accessible yet demanding validation and benchmarking framework could
create a meaningful starting point. That this idea timely is shown by similar developments
towards a framework for operational flood risk management (Alfieri et al., 2018) as well as
from the above-mentioned need of end-users to get a better grasp of model properties. Sec-
ond, models are in almost all cases closed systems where output is produced based on the
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input provided and the subsequent model steps executed. While this works well for default
model applications, it hampers the models extension and integration with new features, mod-
ules or even other models. In times of continued model integration, however, bridges with
other models should be built if more (physical and non-physical) processes influencing flood
hazard are required.

In the remainder of this article, we first present a range of GFMs and outline their spe-
cific properties. Second, we assess the different validation data sets, periods, and locations
of these GFMs as published in peer-reviewed papers to supplement our call for streamlined
validation approaches. Subsequently, we sketch a possible design of a Global Flood Model
Validation Framework for model validation and benchmarking. Last, motivation and pos-
sible approaches to advance the openness and integration capability of GFMs is presented.
The article is ended with conclusions, ideas on how to implement the presented ideas and
recommendations for further improvement of comparability and applicability.

5.2 Current global flood models
Currently the most fully developed and openly accessible state-of-the-art GFMs are CaMa-
Flood (Yamazaki et al., 2011), GLOFRIS (Winsemius et al., 2013), JRC (Dottori et al., 2016),
CIMA-UNEP (Rudari et al., 2015), as well as the Fathom model (formerly SSBN; Sampson et
al. (2015)) and the ECMWF model (Pappenberger et al., 2012). These models can be divided
into two main categories of GFMs, depending on the flow derivation modelling steps taken
(Figure 5.1).

Figure 5.1: Modelling steps required for the two sub-categories of global flood models; modified from Trigg
et al. (2016).

It must be noted that there is also a number of private or national CAT (“catastrophe mod-
els”) models that include global flood hazard, each also having its own properties, modelling
cascades, and evaluation procedure and criteria. Obtaining information about these CAT
models is, however, complicated due to the protection of Intellectual Property (IP) rights and
competitive commercial advantage. The following comparison therefore represents only the
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most open models and may need updating in the future if these commercial models become
more transparent.

The differing operations at various model stages result in a range of modelling approaches,
each one using its own input data, method of calculating floodplain inundation, and spa-
tial resolution. For instance, GLOFRIS runs at a 30 arcmin spatial resolution before post-
processing and downscaling to 1 km, whereas the Fathom model yields output directly at 90
m globally. Such discrepancy in spatial resolution is possible because the models simulate
processes with different scaling potential (Bierkens, 2015). As a result, the models perform
differently in these scale-dependent processes. For example, GFMs employing a land sur-
face or hydrologic model excel in simulating processes such as open water evaporation and
groundwater infiltration. Contrariwise, the routing schemes of land surface or hydrologic
models (typically the kinematic wave approximation) are less sophisticated and therefore lack
important discharge dynamics which can be obtained from models employing higher-order
approximations of full shallow water equations.

Notwithstanding the differences, all models are applied regularly and used to inform policy-
makers about flood hazard and risk. GLOFRIS, for example, is applied within the World
Resources Institute (WRI) “Aqueduct Floods” tool, projecting current and future flood risk
across the entire globe (Aqueduct Global Flood Analyzer 2019). The JRC model is applied
as part of the Global Flood Awareness System GloFAS (Alfieri et al., 2013), and the Fathom
model was recently used to compare flood risk with Federal Emergency Management Agency
(FEMA) estimates across the continental United States (Wing et al., 2018). CIMA-UNEP was
applied for estimating current and future flood risk for the Global Assessment Report (GAR) of
the United Nations Office for Disaster Risk Reduction (Rudari et al., 2015; UNISDR, 2015a).

5.3 META study: validation of GFMs
Before employing a GFM for flood hazard and risk assessments, ideally it should undergo
thorough testing and validation. Due to the wide range of available observation data sets and
depending on the model period as well as study area opted for, all GFMs may obtain good
validation results, yet without providing any insight into performance relative to other GFMs.
To get a grasp of the differences in model validation, we here detail the various data sets,
periods, and locations used for the above-mentioned models.

As table 5.1 shows, the spread in validation (or benchmarking) data sets used is tremen-
dous. Partially, this can be explained by the particular moment of model publication and
the availability of data sets at that time. It also shows that most GFMs are validated against
inundation extent, but only a few compare simulated discharge and water surface elevation
with observations, although these aspects are important for flood risk management as well.
Besides, the river basins used for model validation differ widely between studies as does the
number of scientific reports documenting the model development over time.

Trigg et al. (2016) showed that the GFMs listed in chapter 5.2 agree only for around a third
of simulated flood extent in Africa. Since there can only be one actual realization of inun-
dation at a time, this finding shows that a successful individual validation of models without
comparison may be misleading with respect to the accuracy of the resulting inundation maps.
Comparable findings were made by Bernhofen et al. (2018).

Together with the lack of congruency in model validation, the results from Trigg et al.
(2016) bolster the above-made claim that, to really get an idea of why model results deviate
and to eventually learn from each other, more standardized validation and benchmarking
procedures could be useful.
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5.4 Establishing a Global Flood Model Validation Framework
To facilitate standardized validation and benchmarking of models and their results, a frame-
work facilitating these steps is needed. A first step towards more systematic benchmarking
was set with the GLOFRIM framework (see Hoch et al. (2017b) and 3) which allows for forc-
ing different hydrodynamic models with identical hydrologic output. Yet, it can only mark a
first proof-of-concept since much more functionality would eventually be needed. Some key
tasks of a Global Flood Model Validation Framework would be, amongst others, to provide a
front-end where users can upload model results as well as a back-end to not only execute val-
idation and benchmarking autonomously but also store validation and benchmarking results
(Figure 5.2). Besides, the framework should provide input data sets to be used for each GFM
run.

In its proposed form, the framework would be designed to only detect differences in sim-
ulated flood hazard. Since all GFMs employ different ways of how to determine risk by
accounting for exposure and vulnerability, these aspects should be compared at a later stage
as well. We here, however, focus on the physical modelling side of flood risk to keep the
scope of the study and proposed framework manageable. Moreover, many end-users such as
insurance companies do have their own exposure and vulnerability maps and rely on hazard
estimates for risk assessments.

By means of the framework, it would not only be possible to provide standardized input and
validation data, but also to clearly define model boundary conditions. Using identical data
will improve the comparability of model validation as this is currently done independently,
using different validation data products, time periods, and study areas as shown in chapter 5.3
and table 5.1.

5.4.1 Testing elements
We think it would be essential to test the models for the specific primary aspects listed below,
yet this may be extended or altered if needed at any stage:

1. Inundation extent. A key output needed, for instance, by re-insurers to define flood-
prone areas and determine premiums for portfolio exposure that intersects with the
flood extent.

2. Inundation depth. Model output required by many risk assessments to assess potential
damage via a depth-damage curve.

3. Discharge hydrograph. This is the fundamental driver of the out-of-bank flood processes.

By subjecting the GFMs to a thorough comparison and streamlining their input boundary
conditions, the impact of the following secondary model aspects can also be tested:

1. Forcing/Input data. Assessing its impact is paramount to understand to which extent
GFM accuracy is defined by model design or input/forcing data, something not covered
by the study of Trigg et al. (2016).

2. Regionality. Here referred to as a models ability to perform in certain regions, differing
in their meteorological, geographical, and other properties. Also, this could include an
assessment whether GFMs perform well only for large rivers and where the threshold
lies in the accurate representation of inundations along smaller reaches.
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5.4.2 Testing challenges
Before establishing the framework, several decisions have to be made and existing challenges
addressed, as Alfieri et al. (2018) also pointed out. These decisions require but are not limited
to the following list:

1. Test location. First, is should be clear which river basins are ought to be used. As
shown in table 5.1, most major river basins were already used for validation and thus
it would be sensible to use one of them. Classic examples are the Amazon and Ganges-
Brahmaputra basin as they both represent large low-lying floodplain areas where inun-
dations occur regularly. The former is an indicator of performance in simulating large
river flood extents while the latter is particularly relevant from a flood risk perspective
due to a large population exposure. To be able to test for regionality, the chosen basins
should also differ in their meteorological, geographical, and hydrological properties.
Besides, only reasonably large catchments should be used to ensure that all models can
sufficiently represent the processes despite differences in spatial resolution. As mod-
els and observations improve in resolution, the testing catchment testing scale can be
adjusted appropriately.

2. Forcing data. Despite most model forcing data being openly accessible, a clear deci-
sion has to be made which dataset shall be used. For models based on meteorology
(eg. GLOFRIS or the JRC and ECMWF models), recent global forcing data such as ERA-
Interim or ERA5 should be provided (Berrisford et al., 2011; ECMWF, 2019). In case
derivatives such as flood wave hydrographs are required (eg. Fathom, CIMA-UNEP),
pre-processed data should be made available. In all cases, the data must be download-
able via the front-end of the framework.

3. Downstream boundaries. Even though not all GFMs can accommodate dynamic sea lev-
els as downstream boundary condition, we recommend that in an initial approach they
should be used if possible to facilitate comparison across default models settings. For
advanced comparisons, the effect of changing downstream boundaries can be studied as
well by de-activating them or, analogously, account for them once model development
allows for it.

More challenging, validation data must be provided which meets the demands for state-of-
the-art flood hazard modelling. State-of-the-art in this context also means that all validation
data sets used must explicitly address possible uncertainties in observations. Hence, these
additional aspects should be considered:

1. Discharge data. Required to validate the models skill to simulate discharge dynamics.
Depending on the chosen test locations, different sources may be available, either global
data sets or from local authorities. In case of the Amazon, for example, discharge data
can be retrieved from ORE-HYBAM (ORE-HYBAM, 2018). One of the few global data
bases of observed discharge is maintained by the Global Runoff Data Centre, currently
containing data for more than 9,500 stations. To provide robust validation results, suf-
ficiently long time series must be available. For those models simulating specific return
periods only, corresponding discharge values should be derived from observations.

2. Inundation maps. Data ranging across various locations world-wide must be available,
preferably open access remotely sensed satellite products to maintain global compara-
bility. Since image quality may be hampered by cloud cover (Bernhofen et al., 2018),
this step may require some pre-processing. Alternatively, maps from the Dartmouth
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Flood Observatory (http://floodobservatory.colorado.edu/), the GIEMS data set (Papa
et al., 2010; Prigent et al., 2007) or from Tellman et al. (2017) can be used. For those
models simulating inundation extent for specific return periods, inundation maps for
actual events with corresponding return periods should be used as much as possible for
validation, possibly building upon recent methods (Giustarini et al., 2015; Huang et al.,
2014).

3. Water levels. To guarantee a globally uniform approach, satellite products should be
used, for example ICESAT, ICESAT 2, ENVISAT or SWOT once available. The locations
used for validation and benchmarking should be chosen such that potential vertical in-
accuracies are limited. Again, the data must be carefully selected and pre-processed, for
example to remove measurements affected by land or vegetation signals, to streamline
the entire validation and comparison process.

In a nutshell, the proposed frameworks objectives are threefold: (1) provide forcing data,
(2) validate and benchmark model results, and (3) store reference model output per GFM
(Figure 5.2). Once the user performed simulation runs with the provided forcing data, re-
sults can be uploaded via a front-end to the frameworks back-end. Here, both validation and
benchmarking will be performed. For the validation, we suggest the following metrics: (i)
for inundation extent, the hit ratio H, the false alarm ratio F, and the critical success index C;
(ii) for discharge, the Kling–Gupta efficiency KGE (Gupta et al., 2009), and its components;
(iii) for surface water elevation, RMSE. Since these objective functions are only a recommen-
dation, a definite choice should only be made after both developers and end-users agreed
on common standards meeting their expectations and needs. This requires involvement of
potential end-users in the development of the framework.

To perform the necessary operations, employing the increasing power of cloud computing
could be a viable option. For benchmarking purposes, the model results will be stored in
cloud-optimized format (for example cloud-optimized GeoTIFF; COG) and version-controlled
according to the version number of tested GFM in a reference data repository, hence con-
taining the most recent outputs of GFMs and allowing for tracking the impact of model de-
velopments on output. The reference observation data sets will then be used to apply the
same objective functions. Once all steps are successfully executed, the resulting validation
and benchmark statistics will be made available to the user via the front-end again.

The framework and data could be hosted by a neutral institution or other body, for instance
within the Global Flood Partnership (GFP) which already collected first experiences with a
common tool for operational flood risk management (Alfieri et al., 2018). Alternatively, such
a framework could be hosted under the umbrella of the upcoming "Global Risk Assessment
Framework (GRAF)" which aims at implementing a range of models and with a particularly
end-user orientation (UNISDR, 2018).

We are aware that setting up such a framework requires both financial and time resources.
Yet, we believe that once validation and benchmarking of GFMs is streamlined, they will ben-
efit by reducing uncertainty associated with model output and its application. Using centrally
provided data would also enhance the reproducibility of model output, as work flows and data
use would become more transparent. We are confident the efforts made will eventually pay
off as model output uncertainty will be reduced while scientific discourse will be improved,
leading to better informed decisions and reduced economic damage and casualties.
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Figure 5.2: Conceptual design of a (cloud-based) Global Flood Model Validation Framework for model
validation and benchmarking as well as maintaining a reference data base.

5.5 Opening the black box of model code
With the scientific funding bodies increasingly requiring research to be openly available, most
(unfortunately not all) GFMs can be downloaded freely, advancing the usability and impact
of the models. However, even with open code and model output availability, most models
follow a black box modelling approach of reading input data, executing a prescribed and
model dependant set of processes, and thereafter providing output data (Figure 5.1). Such
approaches, nonetheless, pose a major limitation to making GFMs more integratable, intu-
itive, and interactive due to the lack of process accessibility. However, we consider process
integration as key to better comparability as well as future improvements, and thus think that
global flood hazard simulations can greatly benefit from opening the black box.

Figure 5.3: Schematic of coupling models as well as exchanging model information via BMI and a central
interface script

Admittedly, the integration of different models is not rocket science and was already achieved
as extensively discussed in chapter 1.3.

To facilitate interactive and intuitive model coupling as well as to avoid “integronster”,
ie. models whose combined code is hard to disentangle and uncertainties are hard to trace
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(Voinov and Shugart, 2013), the Basic Model Interface (BMI; Peckham et al. (2013)) provides
a powerful and flexible tool to exchange model information via an (user-defined) interface
script (Figure 5.3) without the need of integrating actual model code into one overarching
model.

The different models can for example be hydrologic or hydrodynamic models and exchange
variables such as runoff or inundation depth, respectively. Yet, also other models could be
linked up such as coastal or crop growth models or even non-physical models such as agent-
based models.

Within the context of model benchmarking, implementing the BMI functionalities into
GFMs may facilitate forcing them with identical data and, in turn, more standardized vali-
dation and benchmarking. The applicability of the BMI concept was shown by applying the
GLOFRIM framework to benchmark different hydrodynamic models (Hoch et al., 2017b) as
well as different schematizations of the same hydrodynamic model (Hoch et al., 2018a).

Unfortunately, none of the above mentioned GFMs currently contains any BMI functionality
(or anything like it, for example OpenMI (see chapter 1.3.2). Since the implementation of
a BMI is non-invasive, we think more efforts should be directed towards advancing the ac-
cessibility of model processes and variables. In the long term, this would, besides supporting
model validation and benchmarking, allow for a plug-and-play design where applicants can
create their own GFM depending on their study specific needs and would also facilitate more
efficient modelling efforts.

Conveniently, the proposed framework can help in identifying which components of which
models excel. For example, if benchmarking results indicate that Model A may profit from
more physical groundwater modelling, such a module from another Model B could be added
and forced with variables from Model A, for instance surface water depth. Besides, output
from other non-GFM models could be employed such as sea levels from a tide and surge model
(Model C) which would even further increase the number physical processes representable
(Figure 5.3).

We are aware that this would not only require opening the black box, but possibly also
developers minds. Besides, possible issues with IP rights may have to be solved first. Still,
we are confident that such inter-active model functionalities can become a core element of
advancing model validation and benchmarking across scales and processes, as they may result
in new and promising research possibilities.

5.6 Conclusion and recommendations
Many GFMs found application in policy tools or operational systems but are still not well
compared and consequently differences are not well understood. However, we think that
this is pivotal for increased acceptance of GFMs by end-users and thus the existing different
approaches to simulate inundation data require a more thorough and streamlined validation
and benchmarking procedure.

GFMs were validated with a wide range of data sets for various time periods in numerous
river basins all over the World. While the data used for validation is to some extent related to
the date of model publication and the data availability at that time, the fact that all models
are validated successfully for non-identical settings may lead to the misleading conclusion
that all model perform equally well. Additionally, it does not support a clear conclusion as to
why results differ between GFMs.

Due to the range in validation approaches, we see great potential for models to improve by
comparing with and learning from others. Therefore, we sketch a Global Flood Model Valida-
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tion Framework serving multiple purposes. First, it provides identical model forcing. Second,
it validates simulated discharge, inundation extent, and surface water elevations. Third, it
serves as a repository and version-control of GFM output and thus also allows for benchmark-
ing output from different models and model versions. By establishing such a framework, we
can ensure that, despite all independent model development trajectories, the same data and
criteria are applied for assessing model output.

Since the framework can only streamline external factors, there will probably still be devi-
ations in model results due to differences in internal model structure, processes, and parame-
terization. This is perfectly acceptable as the proposed framework is not meant to converge all
GFMs, but rather as a testing and learning environment for researchers to improve usability
and acceptance by end-users.

By means of the framework, insights could be provided into the upsides and downsides of
each tested model design. If the framework is applied for more river basins and hydrologic
conditions, it would furthermore be possible to identify where and under which circumstances
certain models perform best. Such knowledge can, in turn, be beneficial when it comes to
communicating model strengths and limitations to policy and decision makers and provides
them with a tool to identify which GFM may be most appropriate for a project or application
in a specific region. Besides, the insights gained may be used to better point towards model
shortcomings that could benefit from adopting methods implemented in better performing
models.

For models to profit further from such insights, it could be necessary to open up the de-
fault black box of model processes. While a standard comparison framework may be suffi-
cient for default applications of the models, implementing functions to allow for accessing
and exchanging model variables could facilitate integrating components from other GFMs to
improve model performance. Moving away from a black box approach may stimulate the
benchmarking and comparison of GFMs as assessments could be performed at an unprece-
dented level of detail and flexibility, allowing ranking of the importance of different elements
of GFMs. For example, the same spatially varying hydrologic output could be applied to all
models, reducing the number of factors influencing model deviations. Vice versa, it could be
possible to provide a clearer picture on how the routines calculating hydrologic forcing may
differ by applying one routing scheme to all models designs. Ultimately, the GFMs would
move closer together without abandoning their specific properties, and uncertainties sur-
rounding flood hazard outputs could be reduced greatly.

We are aware that the presented framework and the required openness about model per-
formance may discourage contributions from private CAT models. Nevertheless, we are con-
vinced that an independent validation and benchmarking framework can be beneficial for the
private sector too, as (a) data providers could present their results from commercial CAT mod-
els in a broader context, and (b) data users could first analyse which products fits their needs
best before purchasing a flood product. We hope that thorough benchmarking of inundation
maps becomes the new normal, eventually requiring vendors to improve their services and
consequently resulting in better risk estimates for end-users. From a technical point of view
implementing the CAT models into the proposed framework would be relatively straight-
forward as they essentially employ the same technology and input data types as the open
scientific models. A major requirement for those model developers would of course be that
outcomes are not necessarily made publicly available.

While the here proposed Global Flood Model Validation Framework focusses on differ-
ences in model design and associated differences in model output, more steps should be
taken to improve the comparability and consequential uptake of GFMs. First, the nomen-
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clature of model variables and components differs greatly between models, hampering the
traceability of model work flows. By using more standardized terminology, for example the
standard names proposed by the Community Surface Dynamics Modelling System (https:
//csdms.colorado.edu/wiki/CSDMS_Standard_Names), comparing GFMs would become eas-
ier, particularly for non-expert users. And second, comparability, inter-operability, and us-
ability of model outputs would be greatly supported by agreeing on clear standards for
files, for instance based on the guidelines of the Open Geospatial Consortium (http://www.
opengeospatial.org/). Third, it is necessary that all GFMs (as for models in general) provide
easily comprehensible description of how they work and what their outputs represent.

To establish a full comparison between GFMs, exposure and vulnerability data should be
compared as well. Since these data layers are not based on a modelling cascades, the pro-
posed Global Flood Model validation and benchmarking framework may not be the right
means. Nevertheless, we think that further investigation is needed to better understand to
which extent differences in simulated risk assessment outputs are dependent on hazard, ex-
posure or vulnerability. Eventually, the three pillars of risk could be compared altogether.
Such an extensive intercomparison project would help greatly to advance the current state of
GFMs and to identify new research possibilities.

More efforts should be taken to advance our understanding of GFMs and their differences.
With our proposed validation and benchmarking framework together with greater model ac-
cessibility, we see great potential for future model developments as well as an increased
number of GFM applications and hope that model comparison will play a more significant
role in future flood hazard modelling studies.
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Chapter 6

On-going developments of GLOFRIM

GLOFRIM is a dynamic scientific tool, always subject to changes in functionalities and code,
driven by new insights, possible applications as well as changes in technology. As such, the
first version presented in chapter 3 only depicts a snapshot of what GLOFRIM consists of and
can be applied to. While it was successfully applied for benchmarking hydrodynamic models
(chapters 3, 4), many developments have happened since. Neglecting smaller changes to the
code, we here present two major developments and applications of GLOFRIM which are still
on-going.

The first major update to GLOFRIM 2.0 is presented in section 6.1 which was motivated by
the need to include a computationally efficient large-scale hydrodynamic model as the explicit
1D/2D computations of Delft3D Flexible Mesh and LISFLOOD-FP as provided in GLOFRIM
1.0 are often not needed for the entire basin but only specific regions. Also, the increased
range of coupling possibilities demanded improvements in user-friendliness and code struc-
ture. We thus included the global routing model CaMa-Flood and tested the added value
for simulating discharge and inundation extent in two case studies in the Amazon and the
Ganges-Brahmaputra, respectively.

In GLOFRIM 1.0, only one-directional coupling was possible. However, this does not allow
for dynamic feedback loops between hydrology and hydrodynamics. Findings in previous
studies (for instance in chapter 3, 4) indicate that including such loops could be beneficial
as groundwater infiltration and open water evaporation over inundated floodplains could be
modelled by the hydrologic model. Particularly in (semi-)arid basins accounting for these pro-
cesses is essential. Therefore, section 6.2 presents a two-directional coupling with feedback
loops between PCR-GLOBWB, the groundwater model MODFLOW, and the hydrodynamic
model LISFLOOD-FP as well as preliminary results for two case studies.
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6.1 GLOFRIM 2.0: extending the modelling cascade

Based on: Hoch, J. M., Eilander, D., Ikeuchi, H., Baart, F., Winsemius, H. C. (2019), Integrating large-
scale hydrology and hydrodynamics for nested flood hazard modelling from the mountains to the coast,
Natural Hazards & Earth System Sciences Discussions.

Depending on model structure and workflow, different hydrodynamic and hydrologic mod-
els do not only have specific advantages and shortcomings, but will also yield different in-
undation extents (Bernhofen et al., 2018; Trigg et al., 2016). For instance, some models
may require rainfall and evaporation fields as meteorological forcing, while others only make
use of synthesized flood waves with a certain return period. Some resolve hydrodynamics
in two dimensions, others only in one. Also, there are remarkable differences between the
spatial resolutions, affecting both the range of physical processes to be simulated and the
applicability of model output maps (Beven et al., 2015; Bierkens et al., 2015).

Generally, flood models focus on simulating fluvial inundations, following a pre-defined set
of model steps. However, this falls short in representing the complexity of a multifaceted
hazard like floods which may be caused by several drivers at the same time. To be able to
really understand, predict, and prepare for current and future flood hazard, models should
integrate across physical processes which are currently simulated by separate models. In
a recent study, Hoch et al. (2017a) showed that coupling hydrologic processes with more
advanced hydrodynamic processes improves both representation of inundation along reaches
as well as the simulation of flood wave propagation. Together with the findings made by Zhao
et al. (2017) this shows that an advanced routing scheme is a central driver missing in most
hydrologic models.

Additionally, different physical processes may be governing at different spatial scales, for in-
stance channel routing for large-scale routing or explicit floodplain flow for local assessments.
Modelling set-ups must thus be able to reflect the importance of various spatially-varying flood
hazard by integrating across spatial scales. Answering the question how much complexity is
needed can have benefits in avoiding over-fitting of the problem (Neal et al., 2012b). For in-
stance, simulating fine-scale floodplain dynamics is disproportionate for regions where flood
wave propagation is the main physical process to consider while it is very much needed if
inundation patterns in delta areas are simulated.

Current models, however, are tailor-made for certain applications and excel at, for instance,
their representation of hydrologic processes, computationally efficient routing, or output
maps at fine spatial resolution. Depending on the envisaged application, modelling set-upsk,
however, must thus be able to reflect the importance of various flood triggers by integrating
across both physical processes and spatial scales.

For simulating and investigating the various dependencies between physical processes and
hazards across spatial scales without adding just another new model, flexible computational
frameworks are viable means as they can be designed depending on envisaged application. By
providing flexibility in setting up various model couplings, the models required for a certain
application can be combined to create a tailor-made coupled model.

To further enhance process and scale integration, we developed GLOFRIM 2.0. Compared
to previous versions, additional models are now available. First, the global river routing
model CaMa-Flood (Yamazaki et al., 2011) was added to improve runoff routing over large
areas. And second, we added the wflow hydrologic modelling platform (Schellekens et al.,
2018) to provide more options for hydrologic simulations at various spatial resolutions. Be-

97



sides, we entirely re-structured the code and re-designed GLOFRIM execution for improved
usability, modularity, and flexibility.

We envisage two applications as core of the new GLOFRIM 2.0 framework: A) fast routing
of runoff over large domains and B) detailed local inundation modelling for smaller nested
areas such as river deltas. Besides, GLOFRIM can also be applied for benchmarking hydrologic
and hydrodynamic models.

To what extent applying different model coupling set-ups is beneficial for large-scale dis-
charge and inundation simulations is hence the overarching research question of this article.

By linking hydrologic, routing, and hydrodynamic models, we can establish a model cas-
cade which can simulate a range of flood-triggering processes from the mountains to the
coast. As such, GLOFRIM 2.0 can be a key tool for future more holistic modelling studies
researching the effect of the interplay of meteorology and hydrology, river routing, and flood-
plain dynamics on flood hazard and risk. Since GLOFRIM 2.0 has a modular design, other
models can easily be added to even extend the range of simulated flood hazard drivers, for
example coastal and oceanic processes.

In the remainder of this section, we will first describe what is new in GLOFRIM 2.0. The
benefit of applying GLOFRIM 2.0 is then tested in the Ganges-Brahmaputra basin where two
different coupling designs are benchmarked. We conclude with recommendations and an
outlook for future applications in integrated flood hazard modelling and assessment.

6.1.1 What is new in GLOFRIM 2.0?
GLOFRIM 2.0 contains two new models, allowing for more coupling realizations than the
previous GLOFRIM version. Besides, applying GLOFRIM was simplified. Hereafter, these
novelties are briefly outlined.

CaMa-Flood
CaMa-Flood (CMF; Yamazaki et al. (2011)) simulates the floodplain hydrodynamics of continental-
scale rivers globally. Since it solves the 1D local inertial equation (Yamazaki et al., 2013; Bates
et al., 2010) and only changes in water storage are prognosticated, simulations are computa-
tionally efficient. Another advantage is that CMF is a global model and therefore model data
exists for the entire terrestrial surface, reducing the need to manually set up the model. It
is noteworthy that CMF can also be run with other input data sets as long as they fulfill the
model-specific requirements.

The river network of CMF is derived from 18 arcsec (approximately 500 m at the Equa-
tor) elevation data using the FLOW method (Flexible Location of Waterways; Yamazaki et al.
(2009)). It also containing river bifurcation which improves inundation representation in
delta areas (Ikeuchi et al., 2015; Mateo et al., 2017; Yamazaki et al., 2014b). River chan-
nel width is based on the Global Width Database for Large Rivers (GWD-LR; Yamazaki et
al. (2014a)). The model domain is discretized by unit catchments corresponding with each
model calculation grid. Model output is provided at 0.25 degree spatial resolution (approxi-
mately 25 km at the Equator), but inundation depth can be downscaled to a resolution of 18
arcsec in a post-processing step (see supplementary material of Ikeuchi et al. (2015)).

For additional information about CMF, we refer to the above-mentioned articles as well as
the to the manual (http://hydro.iis.u-tokyo.ac.jp/~yamadai/cama-flood/Manual_CaMa-Flood_
v362.pdf). Download of the default CMF version (v3.6.2) and further information is possible
at http://hydro.iis.u-tokyo.ac.jp/~yamadai/cama-flood/. A GLOFRIM compatible version of
CMF model can currently only be obtained by contacting the authors.
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wflow
WFL is a distributed hydrological modelling platform and part of Deltares OpenStreams
project. Within WFL, a range of hydrologic models are available, for example HBV (Lind-
ström et al., 1997), SBM (based on the TOPOG SBM model; Silberstein et al. (2007)), WR3A
(van Dijk et al., 2013), and since recently PCR-GLOBWB (PCR; Sutanudjaja et al. (2018)).
We tested GLOFRIM so far, however, only for the HBV model.

WFL was applied for different study objectives, such as assimilation of streamflow and soil
moisture data (Lopez et al., 2016) or model intercomparison with other hydrologic models
(de Boer-Euser et al., 2017).

Similar as PCR-GLOBWB (PCR), the kinematic wave approximation is used to route runoff
along a drainage network. What is different is that WFL can be discretized at any spatial
resolution. Also, model discretizations can be automatically obtained by using the built-
in modelbuilder tool which makes use of the Google Earth Engine and global input data
sets. To make WFL integrative with other models, it has a BMI adapter natively imple-
mented. For more information about WFL, we refer to the online documentation at https:
//wflow.readthedocs.io/en/latest/. The WFL model code is available at https://github.com/
openstreams/wflow/releases.

Possible coupling realizations with GLOFRIM 2.0
We envision GLOFRIM as a plug-and-play tool where the user can design the coupled model
depending on the modelling needs, previous experience, or simply models at hand. With the
increased number of models contained by GLOFRIM 2.0, the number of possible coupling cas-
cades increased too. We defined three categories of models: i) hydrologic models computing
runoff from meteorological data (PCR and WFL); ii) routing models focussing on simulating
water transport simulation along a 1D river network (CMF); and iii) hydrodynamic models
determining discharge for both 1D river network and 2D floodplain areas (Delft3D Flexible
Mesh (DFM) and LISFLOOD-FP (LFP)).

In GLOFRIM 2.0 the combinations hydrology-routing, hydrology-hydrodynamics, and hydrology-
routing-hydrodynamics are so far supported and tested (see Figure 6.1).

Figure 6.1: The coupling realizations we envision to be most sensible to define with the models contained in
GLOFRIM.

With these combinations, various physical processes at different spatial resolutions can be
simulated, starting from, for example, snow melt simulations in the hydrologic model via
routing of excess runoff over large distances to the river mouth where detailed floodplain
flow is simulated.

Applying GLOFRIM 2.0 as a “Human Model Interface (HMI)”
In contrast to GLOFRIM v1.0, we streamlined the execution of the models and limited the
amount of information supplied by the user to the necessary minimum. Users only need to
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reference the model’s initialization files in an ini-file, which is sufficient for GLOFRIM 2.0
to interpret all model specifications including spatial domain, and to define the exchange of
variables between models as well as the exchange interval. Note that the content of the ini-
file changed fundamentally compared to previous versions of GLOFRIM (chapter 3).Also, we
implemented a two-step model initialization in which all model-specific configuration files
are first aligned to user-specified settings, such as the start and end times for simulation, and
subsequently models are initialized based on the altered configuration.

GLOFRIM can be executed from command line specifying the path to the required settings
file as well as start and end time:

python glofrim_runner.py run /path/to/glofrim.ini -s startdate -e enddate

By means of the environment file, where local paths to the model executables are provided,
applying GLOFRIM in shared data environments is facilitated. To give users additional free-
dom, it is furthermore possible to not only execute coupled runs, but also run the models in
stand-alone mode.

Initiating coupled model runs from command line is only possible after aligning each model
and it’s BMI (after all, the BMI standards are implemented differently into each model) by in-
serting an additional layer of code into GLOFRIM. While it would also possible to run models
from there, on a very “basis” level, employing GLOFRIM is more convenient due to streamlin-
ing model settingsk, variable exchange, and model execution. As such, GLOFRIM essentially
functions as a “Human Model Interface” facilitating the communication between user and
code.

6.1.2 Applying GLOFRIM 2.0 in the Ganges-Brahmaputra basin: cascading
model coupling and nested modelling

The experimental set-up
We here test the impact of model coupling cascades on flood wave propagation as well as
simulated inundation extent by running the settings PCR, PCR→CMF, and PCR→CMF→LFP
for the Ganges-Brahmaputra basin. To allow for a fair comparison of routed discharge, we
ran PCR with its DynRout routing extension, adding simplistic volume distribution across
floodplain areas and floodplain routing.

To make full use of the 1D hydrodynamic scheme, the extent of PCR and CMF are identical
and thus runoff from each PCR cell is coupled to at least one CMF channel. Since applying
LFP for the entire domain would be computationally very expensive and also not the purpose
of the model, we nested a small LFP schematization of the river delta into the larger PCR
and CMF domain. Within this nested setting, various boundary conditions apply for LFP:
upstream discharge from CMF, local runoff from CMF, and downstream water level dynamics
as prescribed within LFP itself (in this case 0.0 m).

To derive the local models, we used the global default model set-ups of PCR and CMF and
clipped them to the extent of the Gangs-Brahmaputra basin. Subsequently, we performed
a calibration of CMF channel depth and floodplain roughness coefficients due to initially
insufficient accuracy of simulated discharge.

Based on calibration, we applied a Mannings coefficient of 0.03 m−1/3 s for PCR as well as
for both river and floodplains in CMF. Channel depth was, also based on calibration, increased
by changing the first factor from 0.14 to 0.20 in the following equation:

B = max[0.14xR0.40
up , 2.00] (6.1)
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where B is channel depth [m] and Rup is the annual maximum of 30-day moving average
of upstream runoff [m3 s−1].

We consequently created an 18 arcsec (approximately 500 m at the Equator) LFP discretiza-
tion of the delta region by utilizing the underlying input raster data of CMF at identical spatial
resolution (Figure 6.2). To stay in line with the CMF discretization, we also applied a value
of 0.03 m−1/3 s for both channel and floodplain friction.

Figure 6.2: (top) CMF channel network in Ganges-Brahmaputra basin as well as locations of observation
stations Hardinge Bridge and Bahadurabad for validating model output from both PCR and CMF; (bottom)
zoom to LFP extent showing LFP DEM and channel network as well as gauging stations where output from
PCR, CMF, and LFP is compared.

Model validation
To assess the quality of discharge simulations, we calculated the Kling–Gupta efficiency (KGE;
Gupta et al. (2009)) and its components as well as the Nash–Sutcliffe efficiency (NSE) based
on simulated and observed values for two locations: Hardinge Bridge in the Ganges river and
Bahadurabad in the Brahmaputra river (see 6.2). Observed values were kindly provided by
the Institute of Water Modeling, Bangladesh, and the Bangladesh Water Development Board.

Unforunately, both stations lie outside of the LFP domain and thus is was not possible to
validate LFP discharge as well. Therefore, we performed a qualitative comparison between
discharges from all coupling set-ups at a gauging location within the LFP domain (see Fig-
ure 6.2) to assess how output from PCR→CMF→LFP relates to the other two set-ups.

The simulated inundation maps were compared with observed imagery. Therefore, PCR
and CMF maps were first downscaled to a resolution of 1 km and 500 m, respectively, mak-
ing use of their model-specific downscaling routines. As validation data, 8-day composite
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MODIS imagery of 2007 was used as this year was characterized by strong monsoon-induced
inundations (Kotera et al., 2016). To guarantee comparability, all maps were clipped to the
LFP model domain and resampled to 500 m spatial resolution applying the nearest neighbour
approach.

Inundation extent was validated for all set-ups following the approach of Fewtrell et al.
(2008). Thereby, the hit rate H, the false alarm ratio F, and the critical success index C
were determined for each inundation map with respect to observed MODIS extent (see equa-
tions 3.6, 3.7, and 3.8). All parameters can vary between 0 and 1. While H=1 shows that
all inundated cells in the benchmark data are also inundated in the comparison data, F=1
indicates that the inundated cells in the comparison are entirely false alarms with respect to
the benchmark. The critical success rate C, in turn, should be 1 for perfect agreement, thereby
penalizing for both under- and overprediction.

Results and discussions
Discharge validation When validating simulated discharge from PCR-DynRout and PCR→CMF,
PCR-DynRout shows similar or more accurate results than the coupled run, with results gen-
erally being more accurate for the Ganges river (Figure 6.3 and Table 6.1).
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Figure 6.3: Simulated discharge by PCR-DynRout and PCR→CMF as well as observed discharge at a)
Hardinge Bridge (Ganges) and b) Bahadurabad (Brahmaputra).

Compared with the coupled results shown in previous chapters (eg. in the Amazon, chap-
ters 2 and 3), these results come as a surprise since the numerical scheme of CMF (the local
inertia equations) accounts for more physical processes and therefore should yield better re-
sults than, as in this case, the kinematic wave approximation of PCR. Both equations are
derived from the 1D depth-averaged Saint–Venant momentum equation (Eq. 1.2).

The local inertial equation is derived by neglecting only the advection term (second term
in Eq. 1.2) of the shallow water equations, which is insignificant for many natural river and
floodplain flow conditions (Yamazaki et al., 2013; Hunter et al., 2007). The kinematic wave
approximation, however, only accounts for channel and friction slope (third and fourth term
in Eq. 1.2). Please see 1.4.2 for an elaborated discussion.
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KGE KGE(r) KGE(beta) KGE(alpha) NSE

Hardinge Bridge

PCR-
DynRout

0.71 0.89 1.15 0.78 0.77

PCR→CMF 0.63 0.83 1.15 0.70 0.66
Bahadurabad

PCR-
DynRout

0.46 0.84 0.79 0.52 0.55

PCR→CMF 0.44 0.86 0.79 0.50 0.54

Table 6.1: Assessment of performance of PCR, PCR→CMF, and PCR→CMF→LFP runs at both Hardinge
Bridge (Ganges) and Bahadurabad (Brahmaputra); the coloured boxes indicate best performance compared
to other set-ups.

Hence, we assume that the PCR results are “right for the wrong reasons” due to a fortunate
combination of simulated runoff and routing. Given that CMF routing should produce better
results when forced with accurate forcing, the results suggest that the runoff as simulated
PCR is slightly off in timing. This points to one of the key structural challenges with such
cascading model coupling as applied in GLOFRIM: while the most advanced hydrodynamic
schemes can be added and even calibrated for best fit, the overall model accuracy still depends
on the hydrologic forcing.

Benchmarking discharge from PCR→CMF→LFP From the previous section we know that
discharge is reasonably well resembled by both PCR-DynRout and PCR→CMF. By sampling
simulated discharge at a location which all three model set-ups have in common, we can
assess how adding the 1D/2D hydrodynamic model LFP impacts discharge dynamics.

Figure 6.4 depicts that simulated discharge is generally less than of PCR→CMF, which
more pronounced differences during high flow conditions. Despite the differences in flow
magnitude, overall dynamics as well as timing is very comparable. We recall, however, that
both CMF and LFP were discretized using the same, rather low, floodplain roughness coeffi-
cient. Consequently, the impact of simulating 2D flow on the floodplains in LFP is minimal.
If higher values would have been used, however, we assume that differences in timing were
more pronounced. Since already PCR→CMF underpredicted observed discharge in this case
study (although at locations slightly more upstream), adding LFP does not necessarily im-
prove discharge estimates.

Validating simulated flood extent If one were interested only in accurately simulated dis-
charge dynamics, coupling PCR with CMF may be sufficient in many cases. However, a major
indicator for flood hazard are inundation maps which may benefit greatly from adding actual
floodplain flow computations. Validating the downscaled inundation maps from PCR and
PCR→CMF and the modelled results of PCR→CMF→LFP with observed MODIS flood extent
for the date 2007-08-18 shows significant deviations between model set-ups (Figure 6.5). In
fact, results insinuate that acceptable representation of inundation patterns as expressed by
the critical success index C can only be achieved by also accounting for floodplain flow and
discharge through side channels (Table 6.2).

Table 6.2 furthermore shows that, despite having comparable false alarm ratios, the hit
rate H is much higher for PCR→CMF→LFP and, in turn, so is the critical success index C.
The differences in H are largely resulting from simulated inundations along smaller water
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Figure 6.4: Simulated discharge for PCR-DynRout, PCR→CMF, and PCR→CMF→LFP at the common obser-
vation station (see figure 6.2).

PCR PCR→CMF PCR→CMF→LFP

Hit rate 0.38 0.30 0.70
False alarm ratio 0.44 0.40 0.42
Critical Success Index 0.30 0.25 0.46

Table 6.2: Hit rate, false alarm ratio, and critical success index for the three model set-ups if compared to
observed MODIS flood extent.

bodies, especially compared to PCR→CMF, and by simulating the extent across the entire
river floodplain, which is particularly not the case for PCR (Figure 6.5). Despite all efforts to
make the validation as fair as possible, there are still some limitations that must be kept in
mind. For example, inundation patterns of the Ganges-Brahmaputra delta are largely affected
by tide and surge dynamics (Ikeuchi et al., 2015).

Since we discretized all models with a steady 0 m water level boundary, it must be ac-
knowledged that a perfect fit between observations and simulations would not be possible.
Besides, the downscaling routines of PCR and PCR→CMF employ different approaches and
data, resulting in locally marked differences in results. Aligning the routines is, however,
outside of the scope of this work. The arising issues of different inundation extent due to
different model routines and data was already discussed by other studies and remains subject
to on-going debate how to minimise the gap between models (Bernhofen et al., 2018; Trigg
et al., 2016; Hoch and Trigg, 2019).

Run time One aspect that can play a role when deciding between a more parsimonious or
a more complex modelling approach is run time. We had to exclude PCR-DynRout from the
comparison as the DynRout extension is not (yet) supported by GLOFRIM, and hence com-
parison is only possible for PCR→CMF and PCR→CMF→LFP. Results show that the addition
of full 2D floodplain flow has great impact on run times, which increased from 38 minutes to
300 minutes on an Intel R⃝ Xeon R⃝ CPU E3-1276 processor with 3.60 GHz and 8 GB RAM.
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Figure 6.5: Inundation extent for the domain covered by LFP with A being observed flood extent according to
MODIS. The benchmark of observed and modelled flood extent is shown for B downscaled PCR, C downscaled
PCR→CMF, and D PCR→CMF→LFP. Thereby blue indicates model result only, red indicates observation only,
and green indicates agreement between model result and MODIS observations.

Conclusion and recommendations
Flood hazard is driven by several physical processes which have varying influence depending
on study area, study aim, scale, and so forth. GLOFRIM 2.0 is a modular computational
framework, facilitating the simulation of by integrating across multiple physical processes and
spatial scales. Besides, it can also be used to benchmark both hydrologic and hydrodynamic
models. To that end, a range of hydrologic models (PCR-GLOBWB, wflow) can be spatially
and online coupled to several hydrodynamic models (Delft3D Flexible Mesh, LISFLOOD-FP,
CaMa-Flood).

By separately coupling PCR-GLOBWB to CaMa-Flood and to CaMa-Flood plus LISFLOOD-
FP it in the Ganges-Brahmaputra basin, we assessed how models with different complexity as
well as focus perform in simulating flood wave propagation and inundation extent. While it is
expected that employing the physically more complex routing scheme of CaMa-Flood would
improve results, this is not the case in the here presented study. What we conclude from
our results is that the benefit of replacing the routing scheme of a hydrologic model with a
hydrodynamic model is limited by the accuracy in simulated runoff. For some case studies,
for instance the Amazon, the timing and magnitude of runoff combines well with physically
more complex routing scheme (Hoch et al., 2017a; Hoch et al., 2017b). For other basins,
such as the Ganges, the additional flow attenuation introduced by CMF leads to reduced
model accuracy, indicating that hydrology needs to be improved first.

Flood extent maps are a key indicator of hazard and regularly used for flood risk fore-
casting, definition of flood insurance premiums, and spatial planning. Our results show that
applying a 1D/2D hydrodynamic model such as LFP, which includes floodplain flow and dis-
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charge through secondary channels, is paramount for accurately simulated inundation maps.
Notwithstanding the best performance of this set-up, a critical success index of 0.46 indi-
cates that only around half of the actual extent is correctly captured by the model, leaving
much room for improvement. For example, a thorough analysis of the used DEM may help to
reveal whether water is trapped in local depressions, hampering return flows and therefore
increasing the flood extent unnecessarily. Possible problems could be solved by hydraulic con-
ditioning (Yamazaki et al., 2012a) or by updating model discretizations with more error-free
elevation data sets such as the MERIT-DEM Yamazaki et al. (2017).

By linking hydrologic, routing, and hydrodynamic models, we can establish a model cas-
cade which can simulate the inundation-driving processes from the mountains to the coast.
As such, GLOFRIM 2.0 can be a key tool for future more holistic modelling studies researching
the effect of the interplay of meteorology and hydrology, river routing, and floodplain dynam-
ics on flood hazard and risk. Since GLOFRIM has a modular design, other models can easily
be added to even extend the range of simulated flood hazard drivers, for example coastal and
oceanic processes.
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6.2 Implementing feedback loops with groundwater

Based on: Hoch, J. M., Sutanudjaja, E. H., van Beek, L. P. H., Winsemius, H. C., Bierkens, M. F. P. (in
preparation), The benefit of integrated hydrologic-hydrodynamic-groundwater modelling for large-scale
inundation modelling.

The development of GLOFRIM was and is aimed to improve the physical representation of
surface water flow processes to better simulate inundation events. To that end, GLOFRIM
allows to couple a variety of hydrologic and hydrodynamic models, inter alia the hydrologic
model PCR-GLOBWB (PCR). So far, the default settings of PCR were employed to generate
runoff fields which were then used to force hydrodynamic models in a spatially-explicit and
online manner.

In its default design, PCR simulates for each grid cell and each time step moisture storage
in two vertically stacked upper soil layers, as well as the water exchange among the soil, the
atmosphere, and a underlying groundwater reservoir (Sutanudjaja et al., 2018). Such a rather
simplistic module is computationally efficient but does not allow for simulating horizontal
groundwater flow between cells, hampering the inclusion of important processes such as
converging groundwater flow supporting baseflow during low flow conditions, and in turn
also influencing discharge dynamics.

To improve physicality of simulated groundwater processes, a tight coupling was estab-
lished between PCR and the groundwater model MODFLOW (chapter 1.3.1; Sutanudjaja et
al. (2014) and de Graaf et al. (2015)), replacing the default groundwater module with the
process descriptions MODFLOW (Harbaugh et al., 2000). So far, the coupling was used to
assess how changes in water demand and withdrawal have on water resources and ground-
water levels (de Graaf et al., 2017; Wada et al., 2016). However, no structural assessment has
been made yet how coupling MODFLOW with PCR impacts the accuracy of simulated flood
wave propagation.

Assessing the interplay between hydrology and groundwater is important to not only pro-
mote the evaluation of the coupled PCR-GLOBWB-MODFLOW model (PCR-MOD), but also
because it could provide an additional physical process to be integrated within GLOFRIM. It
would then be possible to integrate across even more physical processes, for instance by sub-
jecting inundated floodplain areas simulated by hydrodynamics to groundwater infiltration
computed with PCR-MOD. It is shown in previous work (see 4, Hoch et al. (2018a)) that not
accounting for these processes may lead to an overestimation of flood volume, and thus es-
tablishing a two-way coupling scheme between hydrodynamics and PCR-MOD could advance
the accuracy of large-scale inundation estimates.

Hereafter, we investigate the potential benefit of including the groundwater flow processes
simulated by MODFLOW into GLOFRIM in a two-step procedure. First, we apply both PCR
and PCR-MOD for the Mekong River basin to assess how the addition of horizontal and ver-
tical groundwater flow impacts simulated discharge. We opted for this basin as here PCR
already has very good performance in stand-alone mode which is needed for a unbiased com-
parison. Since evaporation and groundwater infiltration from floodplains are less pronounced
in the Mekong, we then coupled PCR-MOD with LISFLOOD-FP (LFP) for a small test case in
the Niger Inland Delta utilizing the model of Neal et al. (2012a) and qualitatively bench-
marked simulated surface water elevation and inundation extent to obtain a first estimate of
how including an online two-way coupling scheme may improve results.
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6.2.1 Methodology
The PCR-GLOBWB-MODFLOW model
The coupling between PCR and MODFLOW is established by replacing the simple groundwa-
ter reservoir with a two-layer groundwater component, allowing not only for vertical, but also
horizontal exchange of water. Originally, the MODFLOW model is forced with outputs from
PCR, specifically net recharge and river levels. The net recharge is the input for MODFLOWs
recharge package, while MODFLOWs river and drain packages are used to incorporate inter-
actions between the groundwater and surface water. For more detailed information about the
coupled PCR-MOD model, please see the relevant literature (de Graaf et al., 2017; de Graaf
et al., 2015; Sutanudjaja et al., 2014).

For the here presented analysis of the interplay between hydrology and groundwater on
simulated discharge, we made several additional changes to the original PCR-MOD code.
While exchanges between models were originally on a monthly-basis due to the slow dynam-
ics of groundwater processes, we changed that to daily exchange to minimize the possibility
of water balance issues.

Besides, MODFLOW is not anymore forced by the head difference between groundwater
and river water level only, but also between groundwater and floodplain water level. In-
filtration from the floodplain is determined using the Arno scheme (Hagemann and Gates,
2003; Todini, 1996) which is implemented as default in PCR. The remaining water volume
on the floodplain is then subject to open water evaporation calculated either following the
Penman–Monteith equation (Allen et al., 1998) or using Hamon (1963) in case only daily
mean temperature is available.

By exposing the PCR floodplain inundation volume via BMI, it is possible interactively up-
date this model state based on model-external information, for instance from a hydrodynamic
model. To that end, inundation volume as simulated by LFP was upscaled to PCR resolution
and coupled to the floodplain inundation volume variable of PCR. As a result, hydrodynam-
ics were coupled to hydrology and, due to the link between floodplain water level head and
groundwater head, also driving groundwater processes. The coupling from PCR to LFP re-
mained unaltered and follows the approach outlined in chapter 3, coupling runoff and/or
discharge in a spatially explicit and online manner. By coupling PCR, MODFLOW, and LFP, a
wide range of physical processes can eventually be simulated (Figure 6.6).

Mekong River basin: the impact of groundwater processes on discharge
To assess the impact of added groundwater process on simulated discharge, we opted for
the Mekong River basin as a test study area. The underlying motivation to choose this basin
was that we required good model performance already with default model settings to avoid
unnecessary complications in the analysis of the coupled run. Both PCR and MODFLOW
were discretised at 5 arcmin spatial resolution (or around 10 km x 10 km at the Equator).
Note that this is the first time PCR was applied at this finer spatial resolution compared to
all previous chapters. For parameterizations of both PCR and MODFLOW, we refer to the
model description articles. As meteorological data, ERA-Interim re-analysis products were
used (Berrisford et al., 2011).

To quantify the impact of the added feedback loop, we separately ran PCR stand-alone
(PCR-only) and coupled with MODFLOW (PCR-MOD). The resulting discharge was validated
against observation at Kratie, located at 12.480◦ E and 106.017◦ N (also see figure 6.7).
Observed discharge was kindly provided by the Southern Institute for Water Resource Plan-
ning (SWIRP) in Vietnam. To assess model accuracy, we determined both the Kling–Gupta
efficiency (KGE; Gupta et al. (2009)) and the Nash–Sutcliffe efficiency (NSE). Besides, we

108



Figure 6.6: Schematic of model set-up PCR and MODFLOW coupling showing the various stocks and flows
as well as interactions between models and model components.

analysed the contributions of groundwater discharge to total discharge to obtain a first esti-
mate how groundwater processes can shape the hydrograph of resulting discharge.

Niger Inland Delta: the impact of adding hydrodynamics to PCR-MODFLOW
While the Mekong case merely assesses the impact of adding groundwater, we here investigate
how a dynamic feedback coupling set-up between hydrology, hydrodynamics, and groundwa-
ter affects simulated inundation extent and water level in the hydrodynamic model.

To that end, the coupling between floodplain inundation depth and PCR-MOD as described
in the previous section is added to the GLOFRIM framework (chapter 3). We tested the cou-
pling design in the Niger Inland Delta (Figure 6.8) as this area is known for the strong impact
of groundwater infiltration and evaporation on the water budget, and in turn inundation ex-
tent, during dry season (cf. Dadson et al. (2010), Mahe (2009), and Mahe et al. (2009)). In
addition, the smaller size of the study area allowed for shorter run times as computational
load was expected to rise due to additional exchanges, processes simulated, and grid cell
combinations. The spatial resolution of LFP was 0.009 degree (translating to roughly 900 m
cell length) allowing for fine-resolution output maps. The only change made to the original
model set-up as described by Neal et al. (2012a) was to clip the model domain to the 30 m
Height Above Nearest Drainage (HAND) extent (Rennó et al., 2008).

Adding a 1D/2D hydrodynamic model such as LFP is not per se required for improved
discharge estimates (employing a large-scale routing model instead may be more efficient,
see section 6.1) but can be beneficial to improve the representation of inundation extent and
depth due to the explicit simulation of floodplain flow processes (chapters 2, 6.1). Hence, we
qualitatively compared output for both from three runs: A) hydrodynamics only forced with
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Figure 6.7: Depiction of the basin extent of the Mekong River basin (red shape) as well of Kratie where
simulated discharge is validated (blue dot) in their wider topographical setting.

observed discharge data, named “LFP-only” hereafter; B) idem, but then additionally with
one-way coupling of PCR runoff as described in chapter 3 named “PCR-LFP” hereafter; C)
idem, but adding the feedback loop between PCR and MODFLOW as described above, named
“PCR-MOD-LFP” hereafter.

Due to the early stage of the study, we limited ourselves to qualitatively benchmarking re-
sults from PCR-LFP and PCR-MOD-LFP, respectively, with the LFP-only run which we assume
to be the most accurate due to the forcing with observed discharge data only. Whilst inun-
dation extent was compared for the entire domain, simulated stage was recorded at several
stations (Figure 6.8).

6.2.2 Results and discussion
The impact of adding MODFLOD on simulated discharge
Results indicate that adding a full groundwater model improves simulated discharge in the
Mekong River basin. While the performance of PCR in reproducing discharge is already good
without additional groundwater processes, both KGE and NSE increase further after adding
MODFLOW (Figures 6.9 and 6.9, Table 6.3).

The increased model accuracy is mostly related to the higher peak discharges with PCR-
MOD which compensate for the underprediction of peak discharge with PCR only. Further
analysis reveals that the higher discharge is the result of the additional influx of groundwater
discharge.

Despite the improvement, results also show that low flow conditions are still not simulated
accurately. While low flow discharge is too high without considering MODFLOW, the reduc-
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Figure 6.8: Study area of the Niger Inland Delta showing the Digital Elevation Map (DEM), the LFP channel
network, and the locations including corresponding number (“station IDs”) where simulated water stage is
recorded.

KGE NSE

PCR only 0.72 0.82
PCR-MOD 0.88 0.90

Table 6.3: KGE and NSE of simulated discharge at Kratie obtained with uncoupled PCR (’PCR only’) and
coupled PCR-MODFLOW runs.

tion is too strong when adding the feedback between surface water and groundwater. What
is striking is that total discharge is lowered to zero for parts of the low flow period, meaning
the Mekong River is running dry. Similar as for peak flows, we see that the contribution of
groundwater discharge to total discharge decreased when adding MODFLOW. Besides, the
moments of zero discharge correspond well with zero groundwater discharge, indicating that
the dynamics of groundwater discharge are a major control of surface water discharge under
the used setting and parameterization.

This leads us to the question how the seasonal fluctuations of the groundwater storage
(Sgw in Figure 6.6) influence groundwater discharge and in turn surface water discharge.

PCR conceptualizes net groundwater discharge volume Qgw [m3 day−1] to the surface wa-
ter bodies as the difference between linear reservoir release baseflow and river bed infiltration
Inf , both in m d−1:

Qgw = baseflowxA+ InfxAwat (6.2)
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Figure 6.9: Simulated discharge of PCR-only as well as observed discharge at Kratie, also showing the
contribution of groundwater discharge for both runs: a) without MODFLOW coupled and b) with daily
coupling between PCR-GLOBWB and MODFLOW.

with the positive sign indicating water flowing from groundwater to surface water bodies,
A and Awat indicating total cell areas and surface water areas, both in m2.

The baseflow is the product of recession coefficient J [day−1] and groundwater storage
Sgw (m). For runs without MODFLOW, Inf can only have a negative value and occurs in
areas where groundwater abstraction exceeds baseflow. It is limited by the assigned river
bed conductivity. For runs with MODFLOW, Inf is conceptualized as in the RIVER package
of MODFLOW (see Sutanudjaja et al. (2011)) and can have a positive value if groundwater
head h [m] is higher than surface water elevation HRIV [m]:

Inf = (1/res)(h−HRIV ), when h > RBOT (6.3)

Inf = −(1/res)(HRIV −RBOT ), when h <= RBOT (6.4)

where RBOT and res are surface water bed elevation [m] and resistance [day].
Consequently, during wet seasons when h > HRIV , the term in Eq. 6.3 is positive and

suggests that the net groundwater discharge is faster in the run with MODFLOW (while in
the run without MODFLOW this term is zero). In dry seasons when h < HRIV , Inf is
limited in the run with MODFLOW by only available surface water, but it is not limited with
river bed conductivity. Consequently, Inf can be higher (“more negative”) in the run with
MODFLOW.

The impact of feedback loops on simulated inundation extent and depth
We see that adding a dynamic feedback loop between hydrology, hydrodynamics, and ground-
water processes, does not necessarily improve simulated estimates of inundation extent and
depth.

While the simulated stage (Figure 6.10) is only slightly increased if PCR runoff is added.
This response is expected due to adding a new source of water but no sink.
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Figure 6.10: simulated stage at 30 observation locations (station IDs, see figure 6.8) throughout the Niger
Inland Delta at the end of the modelling run for LFP stand-alone, one-way coupled with PCR, and two-way
coupled with PCR-MODFLOW.

What is not expected, however, is that the offset between LFP-only and the two-way cou-
pled PCR-MOD-LFP increases for all stations even though inundations should be subject to
groundwater infiltration and evaporation processes. In addition to the higher simulated stage
by PCR-MOD-LFP, simulated inundation extent is much larger compared to extens simulated
by both LFP-only and PCR-LFP (Figure 6.11).

The reason for this behaviour could not yet been entirely disentangled due to the large
number of processes influencing simulated inundation patterns. Nevertheless, we strongly
suspect that the higher water stage as well as inundation extent are connected to increased
peak flow which in turn may result from the increased contribution of groundwater discharge
to river discharge, as shown in section 6.2.2. Additionally, higher peak flow may also lead to
inundation of areas which cannot be drained during low flows, eventually yielding the greatly
increased inundation extent.

6.2.3 Conclusion and recommendations
From the Mekong case, it can be hypothesized that the accuracy of the simulated ground-
water discharge has a major influence of the accuracy of overall discharge estimates. It is
encouraging to see that adding the MODFLOW model to PCR can help alleviate underpre-
dictions of peak flow discharge, which is particularly important for flood risk management
practices where capturing peaks is essential. Notwithstanding these improvements, the re-
duction of discharge to zero as shown in the Mekong River basin hints at several issues in the
model set-up. Besides, the shown behaviour of the coupled model will most likely lead to a
deterioration of results in cases where PCR already overpredicts observations by default.

The issues with the PCR-MOD model for inundation modelling are further illustrated in the
Niger Inland Delta. We here see that only adding runoff to observed discharge as model forc-
ing yields slightly higher river stages and inundation extent, while using a dynamic feedback
loop with MODFLOW resulted in much larger inundation estimates. Since additional runoff
may indeed increase available flood volume and in turn stages and extent, accounting for
groundwater infiltration should in theory result in lower values.
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Figure 6.11: simulated inundation extent indicated in blue throughout the Niger Inland Delta at the end
of the modelling run for a) LFP stand-alone, b) one-way coupled with PCR, and c) two-way coupled with
PCR-MODFLOW.
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As this is not the case, it can be concluded that the feedback with groundwater processes
introduces an additional error in the computations. In fact, the PCR-MOD-LFP coupling mixes
two approaches of coupling, namely internal coupling between PCR and MODFLOW, and
flexible coupling between PCR and LFP (chapter 1.3.1). Unravelling the interdependencies
in such a context between the hydrologic model, the groundwater model, and the inundation
model becomes drastically more complex. However, as issues with PCR-MOD are already
signalled in the Mekong case, it can be doubted whether the addition of a hydrodynamic
model is the main reason for model behaviour in the Niger case.

Even though adding the coupling MODFLOW with PCR enabled several groundwater re-
lated studies, this cannot be directly translated to surface water studies yet. Before further
development of the coupling between inundations and groundwater processes, it is recom-
mended is to further assess the parameterization and performance of the MODFLOW model,
both in stand-alone and coupled mode. One of the first parameters to evaluate should be
the river bed infiltration capacity as it has great control over both magnitude and timing of
groundwater discharge. Only if the inter-dependencies are unravelled and individual model
performance is optimized, the promising approach of fully integrating groundwater, hydro-
logic, and hydrodynamic models in one dynamically coupled framework can display its full
potential.
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Chapter 7

Synthesis

This thesis aimed to investigate possible technical implementations, opportunities, and chal-
lenges of integrated hydrologic-hydrodynamic modelling for improved large-scale inundation
estimates, potentially also being applied in the context of global flood modelling. The research
objectives of this thesis were:

1. Establish a flexible end-user oriented scientific software framework to facilitate integration
across physical processes, spatial resolutions, and flood hazard drivers.

2. Improve the understanding of how model discretization as well as the complexity of simu-
lated physical processes influence simulated discharge and inundation extent.

The objectives were achieved by developing and testing a coupled hydrologic-hydrodynamic
model, which subsequently evolved to a flexible coupling framework named GLOFRIM, a
globally applicable framework for integrated hydrologic-hydrodynamic modelling.

Model coupling can overcome major shortcomings of hydrologic and hydrodynamic mod-
els: while simplistic routing schemes and limitations to coarse-resolution drainage networks
hinder hydrologic models to accurately simulate flood wave propagation for low-gradient ar-
eas and areas where backwater effects are predominant, hydrodynamic models typically de-
pend on gauged data as model forcing which is problematic when it comes to the integration
of spatially-varying hydrologic processes and future climate changes into models.

What has been made possible with the development of GLOFRIM is to combine the strengths
of (global) hydrologic models in processing meteorological and land-use data to compute
runoff with the more sophisticated routing schemes and finer spatial resolution of hydrody-
namic models.

Hereafter, I first list and then elaborate the main conclusions of my thesis. This is followed
by a discussion of the general and GLOFRIM-specific challenges of model coupling. I conclude
this synthesis with recommendations and outlook for future research.

7.1 Main conclusions
Answering the research questions of this thesis, the main findings are:

1. Applying computational frameworks can facilitate model benchmarking (chapters 3, 4,
6.1). By employing identical hydrologic forcing to two or more different hydrodynamic
models or to various discretizations of one model, the sensitivity of results to different
model concepts or discretizations can be assessed efficiently in a standardized manner.

2. Global flood models have developed greatly in past years but must continue to do so.
Since differences in model performance are not sufficiently well understood yet, a GFM
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validation framework could help disentangling the causes for performance differences.
A model coupling framework could then support the combination of the most accurate
model components (chapter 5).

3. Replacing the default routing scheme of global hydrologic models with more advanced
schemes enhances accuracy of simulated discharge. Additionally, by coupling models
with varying spatial resolutions, the accuracy of simulated inundation patterns can be
improved (chapters 2, 3, 6.1). Which models to couple should be chosen appropriate to
the study objective.

4. Applying flexible meshes for large-scale inundation modelling has its opportunities, but
also its challenges (chapter 4). While they allow for reduced run times, additional
efforts have to be taken to develop techniques for accurate and efficient mesh generation
based on global data only.

7.1.1 Applying frameworks for model benchmarking
Developing and applying computational frameworks with standardized workflows brings sev-
eral advantages compared to bespoke model coupling efforts, for instance easier reproducibil-
ity, transferability to other basins, and increased user-friendliness. Additionally, standardizing
workflows and model settings facilitates benchmarking of coupled models and their proper-
ties.

The role of model conceptualization
GLOFRIM is a globally applicable framework for integrated hydrologic-hydrodynamic mod-
elling. While employing a computational framework with standardized workflow facilitates
reproducible research, fundamental differences between both hydrologic and hydrodynamic
model conceptualizations remain. As a result, coupling output from one hydrologic model to
different hydrodynamic models, although using the identical framework, does not necessarily
yield identical results.

Before applying GLOFRIM, the modeller must decide which models to couple. Depending
on the modelers decision, output of the coupled models can differ not only due to subjective
choices made (Melsen et al., 2019), but simply because model conceptualizations deviate too.
In a coupled hydrologic-hydrodynamic model, differences in hydrodynamic model character-
istics can have a marked influence on inundation patterns (Dimitriadis et al., 2016; Hunter
et al., 2008), even if identical forcing (for instance, runoff from a hydrologic model) and
boundary conditions are applied (chapter 3). While the coupled results therefore depend on
the user’s model choice and an educated decision must be made a priori, the standardized
procedures of GLOFRIM can also be exploited to unravel which models and model parame-
terization work better than others and, more importantly, why.

By aligning model forcing and downstream boundary conditions as well as all internal pa-
rameters such as Manning’s surface friction coefficients, the impact of these settings and pa-
rameters can be assessed (chapters 2, 3, 4, and 6.1). Unfortunately, some of the discrepancies
in model conceptualization are so intrinsic that they cannot be aligned beforehand, if at all,
and hence are intangible for structured model benchmarking studies. Examples encompass
but are not limited to: differences in actual channel length, channel-floodplain interaction,
and catchment delineation approach.

Consequently, it is not possible yet to entirely disentangle the reasons for the occurring
differences between model output. Aligning model properties and discretizations could help
achieving this, yet it is currently left with the user. To automate this, GLOFRIM or any com-
parable framework would have to be capable of aligning the above-mentioned discrepancies
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on the fly as much as possible by not only replacing entire components such as the rout-
ing scheme, but also much more basic model information, for example on topography and
channel geometry.

In this thesis, we show that these disparities can result in different simulated discharge and
inundation extent (chapters 2, 3, 4, and 6). Even though it may seem trivial that different
models produce different results, it is paramount to keep the discrepancies and their impact
on results in mind to obtain best possible results as not each model is necessarily fit for any
purpose at any location.

The standardized workflow of frameworks such as GLOFRIM can be employed to advance
global flood models (GFMs). By coupling identical hydrologic forcing to hydrodynamic mod-
els, for instance, it could potentially be unravelled why simulated inundation extent for the
same flood event deviates between GFMs using hydrodynamic models as their computational
core (see chapter 4 and section 7.1.3).

In addition to benchmarking hydrodynamic models, understanding the uncertainties and
sensitivities of hydrologic models in a coupled setting is crucial as well. With the currently
developed GLOFRIM 2.0 (see chapter 6.1), the wflow modelling platform is added. Since this
increases the number of hydrologic models available, GLOFRIM 2.0 could not only be em-
ployed to benchmark hydrodynamic models, but also hydrologic model conceptualizations.
As above-shown results indicate that the hydrologic forcing in a coupled setting demarcates
the possible improvements of model coupling (chapter 6.1), a benchmark of hydrologic mod-
els could bring clarity which hydrologic model to use for which application and/or under
which circumstances. Additionally, employing ensemble runs could be a viable option to get
an idea of the uncertainty inherent in hydrologic runoff and, in turn, discharge estimates from
coupled hydrodynamic models.

Opportunities and challenges of alternative gridding techniques
If designing a coupled model set-up, it is not only the conceptualization of the selected mod-
els that will impact results, but also the way each model is parameterized and discretized.
That modelers decisions on, inter alia, calibration data and period, spatial resolution, and
topographic representation within one model can influence model results is well documented
(chapters 2, 3; Melsen et al. (2019), Merwade et al. (2008), Savage et al. (2016a), and
Savage et al. (2016b)).

GLOFRIM or similarly designed computational frameworks can be applied to investigate
the impact of some of these factors, for example how the model is discretized for a specific
study area in terms of spatial resolution or gridding approach.

Currently, most large-scale models and GFMs employ uniform regular grids. Notwithstand-
ing the advantages of regular grids for data processing and model design due to their unifor-
mity, their use has the disadvantage that the model may run at a finer spatial resolution than
locally required (Figure 1.6), increasing run time unnecessarily (see chapters 1 and 4).

Even though they are computationally more efficient for large-scale problems, alternatives
such as flexible meshes are not yet tested extensively enough for large-scale fluvial inundation
modelling but limited to the use for oceanic or coastal modelling studies mostly (cf. Kernkamp
et al. (2011), Martyr-Koller et al. (2017), and Muis et al. (2016)).

In addition to flexible meshes, the run times emerging from using regular grids may also be
shortened by alternative ways of model discretization, for example by accounting for sub-grid
terrain variability. Such approaches are already implemented in some hydrodynamic routines
(such as HEC-RAS or 3Di) but are yet to be realized for GFMs.
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By forcing all discretizations with identical output from the coupled hydrologic models, it
was confirmed that the application of flexible meshes is a time-saving alternative compared
to regular grids (chapter 4). However, it was also shown that flexible meshes need to be
designed more carefully and depending on the envisaged study aim as the greater freedom in
discretization can easily lead to a deterioration of model results, particularly for basin-wide
output such as inundation extent maps (chapters 3, 4).

One of the major challenges is that, compared to applications simulating wave propagation
across oceans and coastal zones, the bathymetry of the terrestrial surface is characterized
by much more irregularities and shallower water depth. So far, mesh generation techniques
have been presented as well as discussed for bespoke and small-scale studies (cf. Bahrainian
and Mehrdoost (2012), Kim et al. (2014), and Schubert et al. (2008)). How to generate
flexible meshes in ways appropriate to capture these irregularities for large-scale studies is
still a major research challenge, particularly because approaches should require little data
due to computational limitations and local data scarcity. Improvements could possibly be
achieved by supplementing the here used Height Above Nearest Drainage (HAND) data with
the “building-hole” approach (Schubert et al., 2008) to also resolve man-made structured
within the domain. Besides, the recently published “Mesher” approach (Marsh et al., 2018)
specifically designed for hydrologic and land surface models should be tested for large-scale
applications too.

Hence, novel modelling approaches such as flexible meshes for large-scale fluvial inunda-
tion modelling have the potential to supplement or even replace the traditional regular grids.
Before that is possible, however, additional research efforts, testing, and evaluation of mesh
generation techniques have to be undertaken, particularly for large-scale applications.

7.1.2 GFMs must advance
In recent years, the development and application of GFMs has increased (Ward et al., 2015).
Despite their application in policy-making and decision-making, there is still insufficient un-
derstanding why model results differ when applied for the same test cases (Bernhofen et al.,
2018; Trigg et al., 2016). To increase the uptake of GFMs and make their results more ac-
tionable, additional light must be shed on the causes for these discrepancies and GFMs must
advance consequently.

This confronts us with a two-step issue. First, it is necessary to identify internal differences
between GFMs. Currently, assessing internal differences is hampered by using different model
forcing, boundary conditions, and validation procedures (Bernhofen et al., 2018; Trigg et al.,
2016; Hoch and Trigg, 2019). To obtain more insight, it is thus necessary to run GFMs with
equal forcing and boundary conditions. Also, a more streamlined validation and benchmark-
ing procedure of GFMs is required as it already happened in, for example, climate science (eg.
the “Coupled Model Intercomparison Project (CMIP)” and the “Inter-Sectoral Impact Model
Intercomparison Project (ISIMIP)”) and hydrology (eg. the “Structure for Unifying Multiple
Modeling Alternatives (SUMMA)” project (Clark et al., 2015a; Clark et al., 2015b), the “Mod-
ular Assessment of Rainfall–Runoff Models Toolbox (MARRMoT)” (Knoben et al., 2019) or
the recently initiated “eWaterCycle2” project (Hut et al., 2018; Dzigan et al., 2019; Pelupessy
et al., 2019)).

To guarantee model comparability, the same objective functions, observations, date, and
so forth must be used. All this could be achieved by means of a GFM validation framework
(chapter 5), providing well-tested forcing data including their error structure and subjecting
all GFM output to clear-cut and thorough validation and testing procedures. By hosting this
framework online, model developers and users could obtain data from a central location.
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Also, resulting benchmarks could be stored as well as version-controlled in the cloud, creat-
ing a central place for data and knowledge exchange similar to other approaches aiming at
increasing model comparability (Ceola et al., 2015).

In a second step, the underlying causes of these differences should be tackled. Smart
coupling of models and their components can help improving the accuracy of inundation
extent (chapter 2), simulated discharge (chapters 2, 3), and potentially reduce the required
run time (chapters 4, 6.1). Besides, the use of flexible meshes could help achieving fast and
locally relevant inundation estimates (chapter 4). As most of the tested models in this thesis
are parts of one of the available GFMs (section 1.4.2) already, model coupling could thus be
applied to advance the state of GFMs.

Bespoke component combinations could then be created depending on envisaged purpose.
To that end, flexible coupling frameworks such as EMELI (Jiang et al., 2017; Peckham, 2014)
or GLOFRIM could be applied, creating the modelling environment necessary for demand-
driven coupling approaches. That would require, of course, that models and their components
are available within an (openly) accessible toolbox which is needed for this sort of “plug-and-
play” approaches.

Alternatively, standardized “off-the-shelf” model couplings could be designed with a priori
designed workflows, variable exchanges, and grid as well as numeric properties. Such pre-
defined couplings may be easier to use, but due to the missing flexibility it would be necessary
to create one per application, inflating the number of coupling set-ups which may over time
reduce oversight and user-friendliness.

However, the success of such a framework depends on the willingness of GFM developers
to not only contribute and subject their model to critical assessments, but also make their
models more integrative by implementing interfaces like the Open Modelling Interace or the
Basic Model Interface (chapters 1.3.2, 5). Even though this would not require opening up
the source code per se, I personally would welcome moving towards increased open source
software in global flood modelling. The current still rather siloed development and validation
of GFMs should become more community-driven, eventually maybe even culminating in a
“Global Flood Model Intercomparison Project (GFMIP)”. Making this happen is, besides ad-
dressing other limitations of GFMs such as the representation of flood defences, thus one of
the central challenges for the next generation of GFMs. With flood risk increasing in the fu-
ture, advanced GFMs are key for defining appropriate risk mitigation and adaption measures.

7.1.3 Model coupling for improved inundation simulations
Research shows that model choice has a marked effect on flood wave propagation and thus
on the timing and magnitude of peak flow. Particularly for flat areas and during floods, the
kinematic wave approximation employed by many GHMs and land surface models (LSMs)
limits the accuracy of river discharge as important physical processes are neglected such as
acceleration and pressure terms (chapters 2, 1.4.2; Bates et al. (2010), Yamazaki et al. (2013),
and de Almeida and Bates (2013)), hampering the simulation of flood-triggering factors such
as backwater effects (cf. Marengo and Espinoza (2016), Meade et al. (1991), and Rudorff
et al. (2014a)).

It is important to correctly capture peak flow magnitude and timing as they do not only
strongly determine the resulting inundation extent but are also used in operational flood
forecasting systems such as the “Global Flood Awareness System (GloFAS)” (Alfieri et al.,
2013; Emerton et al., 2018) and forecast-based financing approaches (Jjemba et al., 2018;
Coughlan de Perez et al., 2015).
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Replacing the default kinematic wave approximation of GHMs, for instance PCR-GLOBWB
(PCR), with more sophisticated routing schemes such as the local inertia equation or shallow
water equation improves the simulated flood wave propagation for many yet not all river
basins, particularly concerning peak discharge and peak arrival (Zhao et al., 2017).

The important role routing plays when it comes to inundation modelling is confirmed by
our studies replacing the kinematic wave approximation of PCR with the local inertia equa-
tions (LIEs) of LISFLOOD-FP (LFP) and CaMa-Flood (CMF) or the shallow water equations
(SWE) of Delft3D Flexible Mesh (DFM) (chapters 2, 3, 6.1). Results also show that, if no
supercritical flow conditions apply and flow changes gradually, employing the LIEs is suffi-
ciently complex as the additional advection term in the SWE exerts no influence on simulated
discharge (chapter 3; Neal et al. (2012b)). This implies, although not of immediate relevance
for this study but maybe for long-term developments, that some models included in GLOFRIM
should not be applied for applications where supercritical flow can occur, for instance urban
flood modelling (Hunter et al., 2007; Schubert et al., 2008).

Coupling large-scale hydrology with fine-resolution hydrodynamics does not only improve
discharge, but also representation of inundations. Chapter 2 shows that the spatial repre-
sentation of river channels can be improved by routing runoff with a detailed hydrodynamic
model instead with a global hydrologic model. It is not only that the general output contains
higher resolution, but also inundations along reaches at the sub-grid scale of large-scale hy-
drology are better represented, especially if the hydrodynamic model contains a 1D network
and does not only run in 2D. Yet, the chosen model discretization can also have a marked
impact on resulting inundation extent (chapters 3, 4, 6.1) which underlines the need for an
educated model choice before simulations should commence. In particular when locally rele-
vant and accurate inundation maps are required (hence, applications that are typically outside
the comfort zone of GFMs; see chapter 1.4.1), setting up detailed hydrodynamic models and
nesting them into large-scale models can prove beneficial as issues with a posteriori down-
scaling can be avoided (chapter 6.1). Contrariwise, if downscaled inundation maps suffice,
parsimonious approaches without nesting will be the less time-consuming way to go.

These results of course do not imply that the routing of a GHM must always be replaced
by more advanced routing models. It is clearly the application in mind that must determine
which model set-up is applied. The kinematic wave approximation performs well under cer-
tain flow conditions (Vieira, 1983; Philipp et al., 2012), for example high-gradient areas (such
as mountainous areas) with clearly confined floodplains. As GHMs can also be used to calcu-
late changes in other parts of the hydrologic cycle, for example the impact of water demand
and abstractions (cf. De Graaf et al. (2014), Haddeland et al. (2014), Wada et al. (2016), and
Wada et al. (2013)), the routing module does not necessarily have to have highest priority as
its often only required to close the water cycle (Yamazaki et al., 2013).

Nevertheless, in context of global flood modelling, GHMs should be further developed to-
wards containing more sophisticated routing schemes at finer spatial resolutions. Continuing
this “grand challenge” may not only help obtaining “locally relevant” results, but hopefully
yield more accurate runoff fields as well which would be key to fully exploit the potential
of model coupling (chapters 6.1 and 7.3.1). With available computer power increasing con-
stantly, the bottleneck of heavy computational load should be of the past soon too, increasing
the skill of both simulated discharge and inundation extent.
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7.2 Challenges of model coupling

The envisaged aim of the PhD project was to improve the simulation of inundation events
by model coupling. Important conclusions about the potential of this approach could be
drawn as outlined in the previous section. However, there are still quite some challenges for
current and future model coupling efforts that have to be acknowledged in any expansion of
GLOFRIM or development of other comparable coupling frameworks.

7.2.1 Avoiding "integronsters"
With GLOFRIM 1.0, the routing module of one model can be replaced with the routing scheme
of a hydrodynamic model, following a coupled model cascade. Model or model component
coupling is thus process-specific and one-directional and does not introduce any additional
processes and interdependencies between coupled models or components.

Adding even more models or their components as building blocks for more complex sys-
tems representations may be tempting. If the coupling remains process-specific and one-
directional, no issues should arise if the coupling follows the BMI and GLOFRIM conventions
and, preferably, more general “good practices” of code contribution (Peckham, 2010). If not,
however, it may become increasingly challenging to properly relate responses of the coupled
model to the trigger in one of the models as (unintentionally) illustrated in chapter 6.2. This
may be particularly true if models from “foreign” disciplines are added (Voinov and Shugart,
2013). Careful design of the coupling set-ups is thus required which, if properly implemented
and sufficient data is available to validate the correct execution of the coupling procedures,
can make coupling frameworks a powerful tool to investigate the interdependencies between
different processes in different models. Otherwise, coupled models can be prone to equifinal-
ity if wrongly coupled processes still produce accurate results.

While the here presented framework GLOFRIM is less susceptible to intertwine code from
different models due to its loose coupling via interfaces (section 1.3.1), it may still happen
that coupled processes become too entangled and coupling is performed mechanistically, cre-
ating so-called “integronsters – constructs that are perfectly valid as software products but
ugly or even useless as models” (Voinov and Shugart, 2013). Or, in other words, you should
not couple models simply “because you can”. Such integronsters may work well in practice,
but their scientific usability and meaningfulness are limited. Avoiding them must hence be
paramount for any future extension of GLOFRIM or during development of other coupling
frameworks. That said, it must always be kept in mind that many problems do not require
advanced model coupling set-ups but can be solved with a more parsimonious approach.

For a more elaborated reasoning and (slightly philosophical) discussion on the beauty of
model coupling, please consider reading the work by Voinov and Shugart (2013) who provide
an in-depth discussion of both opportunities and challenges.

7.2.2 The choice of model parameter values in a coupled setting
The question which model parameter values to choose in a coupled setting is a rather philo-
sophical question as well. As I see it, there are two possibilities: either the parameter sets of
each coupled model are calibrated to yield the best possible performance, or a parameter set
representative for the study area is chosen and all coupled models are aligned accordingly.

Whilst the first option results in the most accurate results per model and, in turn, of the
overall model coupling chain, as exemplified in section 6.1, it would also require that the
same model domain is parameterized differently per model although one might argue that
there can only be one “true” parameterization representing reality.
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Choosing for one parameter set across all coupled models, as done in chapters 2 and 3,
would avoid this situation. However, changing the corresponding parameter of different
models can have greatly deviating impacts on model results due to differences in model com-
plexity, physics, and therefore sensitivity. For instance, changing the Manning’s floodplain
roughness coefficient has less impact in CMF than in LFP (see Figure 7.1) since floodplain
storage is only a prognostic variable in CMF whereas floodplain flow is simulated explicitly in
LFP.

Hence, the modeller must choose between these two paths. By opting for the first option,
the modeller acknowledges that using different sets of parameter values is justified by the fact
that different models are different abstractions of reality and thus their parameterizations may
very well deviate too. By opting for the second option, however, the modeller consistently
reflects the characteristics of the study area in all models but must accept that this may result
in less accurate estimates given the different abstractions of reality in computer models.
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Figure 7.1: Simulated discharge at common observation point (see 6.2 for location) for LFP (top) and CMF
(bottom), illustrating the impact variations in floodplain friction (named fpfric in LFP and PMANFLD in
CMF) has on model results.

7.3 Recommendations and outlook

7.3.1 The hydrologic model defines what’s possible
GLOFRIM was developed with the aim to facilitate integrating across models and scales, es-
pecially with respect to channel and floodplain flow. By employing the more sophisticated
routing schemes of hydrodynamic models, the problems emanating from (kinematic wave)
routing within GHMs can be overcome and simulated discharge can be improved.

These benefits apply only within certain boundaries since the overall model accuracy is
greatly defined by the most upstream model in the coupled model cascade, in the here pre-
sented cases this is a hydrologic model. The accuracy of hydrologic models, unfortunately,
depends per catchment (Kling et al., 2015; Li et al., 2015; Hattermann et al., 2017).

To illustrate which impact the chosen hydrologic model can have, we applied GLOFRIM
2.0 in the Amazon River basin for the same model domain as used in chapters 2 and 3.
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Figure 7.2: Simulated discharge at Obidos (see Figure 2.1) by wflow-W3RA and PCR with both their native
kinematic wave routing and coupled to CMF.

KGE KGE(r) KGE(beta) KGE(alpha)

WFL-KIN 0.78 0.80 0.94 0.83
WFL-CMF 0.78 0.87 0.94 1.03
PCR-KIN 0.53 0.62 1.08 1.28
PCR-CMF 0.88 0.93 1.08 0.93

Table 7.1: KGE and its components for runs with different WFL and PCR settigns in the Amazon basin.

In addition to running PCR stand-alone and PCR coupled with CMF, we tested the W3RA
model contained within wflow (WFL) both with its own kinematic wave routing and coupled
with CMF. By using identical meteorological forcing as well as spatial resolution for PCR and
W3RA and by coupling simulated runoff to the identical CMF discretization, the impact of
using different hydrologic models could be estimated. Results (Table 7.1, Figure 7.2) show
that the choice of hydrologic model strongly defines model accuracy, both for stand-alone and
coupled runs. Indeed, previous research shows that there can be marked deviations between
volume and timing of runoff when compared for various GHMs (Beck et al., 2017). Also,
results insinuate that the possible improvement of results by using more complex routing
schemes depends on the stand-alone hydrologic performance in the first place.

This implies that coupling hydrology with hydrodynamics can only alleviate situations
where magnitude and timing of simulated runoff is (sufficiently) accurate. Since this is not
the case for all basins (Zhao et al., 2017), improving runoff estimates in hydrologic models
should hence be an important item on the research agenda. Based on remote sensing prod-
ucts (for example using surface water extent (Revilla-Romero et al., 2015) or soil moisture
(Massari et al., 2014; Brocca et al., 2010)), it is possible to calibrate model parameter val-
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ues for enhanced runoff estimates. Additionally, more (field) data is needed to validate the
simulated runoff from hydrologic models and improve it where necessary.

Furthermore, it may be problematic if parameter values of hydrologic models were cali-
brated using simulated discharge from their own default routing scheme as dependent vari-
able. This default scheme (for instance the kinematic wave approximation) may then pro-
duce the right results for the wrong reasons, but if replaced with other routing schemes (for
instance the local inertia equation from CMF) it can happen that hydrologic model parameter
values and coupled routing scheme do not match anymore, making a new calibration of the
hydrologic model necessary if tuning hydrodynamic parameters does not suffice to reduce the
bias.

These limitations of model coupling must be kept in mind if applying GLOFRIM. The sole
fact that higher-order routing schemes are applied does not, although sounding auspicious,
result in better inundation estimates per se. What is rather needed is a thorough sensitivity
analysis of GHM input data and parameterization to ensure that the best possible runoff fields
are simulated. The comparison by Beck et al. (2017) is a promising starting point for future
research. It is only then that hydrologic-hydrodynamic model coupling can have a significant
positive effect on model results.

7.3.2 Extending the model coupling cascade: adding groundwater, socio-economic
impact, and meteorological forcing

Within this thesis, the development and testing of GLOFRIM is described. In its current
version 1.0 and transition toward 2.0, it is still strongly focussed on integrating different hy-
drologic and hydrodynamic models. While this focus on hydrologic-hydrodynamic modelling
makes it easier to track exchanged volumes between models, it limits itsself to simulating
drivers of flood hazard.

In chapter 6.2, first steps towards a coupled groundwater-hydrology-hydrodynamic model
are described. Future developments should build upon the progress made to facilitate the in-
tegration of both horizontal and vertical groundwater flow on flood hazard. Besides, the im-
portance of groundwater infiltration in many basins makes including a fully-fledged ground-
water model a prerequisite for accurate hazard estimates. While we currently merely focus
on surface water processes per catchment, including horizontal groundwater flow could allow
for additionally considering the influence of inter-basin groundwater flow.

To move on from the hazard estimations and allow for more impact-based assessments,
the interface-based coupling approach of GLOFRIM could be employed to establish links with
non-hydrologic models focussing on other aspects of the risk calculation cascade.

In principle, each model could be linked if it has a BMI and is aligned with the GLOFRIM
standards. Amongst many feasible examples, an interesting one would be to include a crop
growth model (such as open source model AquaCrop-OS (Foster et al., 2017)) to better deter-
mine time-varying agricultural flood risk. By employing a hydrologic model to simultaneously
force the hydrodynamic as well as the crop model, spatio-temporal changes in crop growth
could be consistently linked with inundation patterns, yielding estimates of how (seasonal)
agricultrual flood risk may change over time. The fine-resolution output of hydrodynamic
models furthermore allows for more detailed inundation information, potentially allowing for
stakeholder assessments (Beven et al., 2015). What is more, additional inundation informa-
tion can be gathered by simulating hydrodynamics, for instance the duration of inundation,
the velocity of floodplain flow, and a more accurate depth compared to coarser hydrologic
models.

126



Another option would be to incorporate the human dimension of flood risk by employing
agent-based models. As such assessments are currently done in rather conceptual ways, using
a bmi’ed model would allow for actual spatially-explicit assessments, possibly advancing the
state of socio-hydrology (Di Baldassarre et al., 2018; Di Baldassarre et al., 2013b; Di Baldas-
sarre et al., 2013a) and providing important insight in achievable (that is, socially accepted)
flood mitigation practices.

But there are also other models to be added, with lesser focus on adding an impact layer to
the simulations. As the previous chapters show, hydrologic output forces the model coupling
cascade. Yet, global hydrology itself is forced with meteorological data. In addition to other
factors such as parameterization, meteorological input data can have a marked impact on the
accuracy of hydrologic models (cf. Yossef et al. (2013), Pan et al. (2010), and Biemans et al.
(2009)).

The coupling cascade could hence be extended with an additional interface linking the hy-
drologic model with meteorological models. Unfortunately, meteorological models are com-
putationally heavy and thus could become a severe bottleneck for the run times of GLOFRIM
(although from the opposite point of view, the flood hazard simulations only have an marginal
impact on overall run times of meteorological models). An alternative would therefore be to
make use of web services (see eg. Jiang et al. (2017) for an example of models hosted at
different servers being coupled via BMI and web services) to run meteorological models on
external platforms. For convenience, other interfaces could also be implemented, for example
by enabling the download of pre-processed meteorological data sets, for instance ECMWF
data via the ECMWF WebAPI.

Either way, coupling via interfaces brings great possibilities and options. However, it must
be ensured that the added models fit semantically and logically to GLOFRIM to avoid over-
fitting the problem. If model coupling is carefully implemented, the here presented GLOFRIM
framework can be a starting point for more holistic modelling approaches, covering the entire
flood risk chain: meteorological conditions, hydrologic response, rainfall-runoff conversion,
routing along channels and floodplains, and socio-economic consequences. Including both
hazard and risk into GLOFRIM would form the basis for a transition towards applying model
coupling for policy and decision-making.
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Appendix A

Data and code availability

GLOFRIM code
All code of GLOFRIM can be found online and is freely accessible. It is licensed under
the GPL GNU v3.0 license – please consider the license-specific restrictions (see https://
choosealicense.com/licenses/gpl-3.0/).

The code used for GLOFRIM 1.0 (as used in chapters 3 and 4) can be downloaded from
https://doi.org/10.5281/zenodo.10379905.

The code used for GLOFRIM 2.0 is not yet officially released as the associated publication
is still under review. Chapter 6.1 contains a first introduction into GLOFRIM 2.0 and changes
compared to earlier versions. Until GLOFRIM 2.0 is officially released it can be downloaded
or pulled from the GLOFRIM openearth-repository at https://github.com/openearth/glofrim
or as beta–version from https://doi.org/10.5281/zenodo.2589891.

GLOFRIM 1.0 and also 2.0 are documented using ReadTheDocs. The webpage, which is
under constant development as code is still changing, can be found here: https://glofrim.
readthedocs.io/en/latest/. It contains the most relevant information concerning the frame-
work as well as its installation and execution, the models including their documentation,
a brief installation guide, and information how to collaborate with and contribute to the
GLOFRIM project.

PCR-GLOBWB
PCR-GLOBWB is a global hydrologic model developed at the Department of Physical Geogra-
phy, Utrecht University. For information regarding model development, design, forcing, and
applications, we refer to the key literature (Sutanudjaja et al., 2018; van Beek, 2008; van
Beek and Bierkens, 2008; van Beek et al., 2011). By default, PCR-GLOBWB does not contain
any BMI functionality.

The latest bmi’ed version of PCR-GLOBWB is hosted under https://doi.org/10.5281/zenodo.
1472347. For installing PCR-GLOBWB and the required packages, please read the GLOFRIM
online documentation. Before applying the model, please consider reading the following
information points as well:

1. The bmi’ed PCR-GLOBWB version was built upon an up-to-date version at the begin
of the framework development. Since development of the bmi’ed version, the default
version proceeded in its development and functionality while the bmi’ed did not. Some

5Besides GLOFRIM code, the downloadable zip-file also contains the bmi’d versions of PCR-GLOBWB and
LISFLOOD-FP. Note that after GLOFRIM 1.0 was released, various changes were made to the model code and there-
fore the downloadable PCR-GLOBWB and LISFLOOD-FP are not up-to-date. Please see the relevant chapters below for
further information.
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of the functions or processes you may be used to from the higher version numbers may
thus not be available in the bmi’ed model.

2. The model was developed, tested, and applied on Linux system. Applying it on Windows
platforms is thus not (yet) possible. Contributions in this matter are very welcome!

3. Additionally, there are also other bmi’ed versions of PCR-GLOBWB available (eg. for
the eWaterCycle project; see https://www.ewatercycle.org/) which do not correspond
with the model code used here and therefore may not be compatible with GLOFRIM.
It’s worth a test though!

WFLOW
wflow is a hydrologic modelling platform developed at Deltares and caters for a wide range
of applications and set-ups due to the various models contained. Amongst others, it con-
tains the hydrologic model routines of HBV, SBM, and W3RA. Since recently, it also contains
PCR-GLOBWB. The wflow platform can be downloaded from GitHub (https://github.com/
openstreams/wflow/tree/python2) and its documentation can be found at https://wflow.
readthedocs.io/en/latest/.

Due to the on-going overall migration towards Python 3, please read the following impor-
tant note:

• The latest release of wflow is developed using Python 3. Since GLOFRIM was not yet
migrated to Python 3, the Python 2 version of wflow has to be used. Please ensure the
right version is installed on your system to ensure compatibility.

CaMa-Flood
CaMa-Flood is a global hydrodynamic model developed at the University of Tokyo. With-
out any BMI functionality by default, a non-bmi’ed version of the most recent version of
CaMa-Flood can be downloaded from http://hydro.iis.u-tokyo.ac.jp/~yamadai/cama-flood/
while the manual can be found here http://hydro.iis.u-tokyo.ac.jp/~yamadai/cama-flood/
Manual_CaMa-Flood_v362.pdf.

Unfortunately, the bmi’ed version is currently not yet openly available but can be obtained
by contacting the GLOFRIM development team only. We hope to make the model openly
accessibly as soon as possible. If you want to use the bmi’ed version, please contact the
CaMa-Flood or the GLOFRIM development team.

Please note that the bmi’ed version used for GLOFRIM 2.0 corresponds with the currently
most up-to-date version of CaMa-Flood which is 3.6.2. In case the default version is updated
in the future, we hope to also update the bmi’ed counterpart but cannot promise this at the
moment. Please be hence aware of possible deviations and carefully check that you use the
right model version.

LISFLOOD-FP
The LISFLOOD-FP model is a raster-based hydrodynamic model developed at the School of
Geographical Sciences, University of Bristol. Similar to most models above, it does not con-
tain a BMI by default. Besides, the default model code is not (yet) openly available. The
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most up-to-date release of the bmi’ed LISFLOOD-FP model can be downloaded from https:
//doi.org/10.5281/zenodo.1479836. A description of the (not bmi’ed) model is provided at
http://www.bristol.ac.uk/geography/research/hydrology/models/lisflood/. The model de-
velopment of LISDFLOOD-FP is documented with several scientific publications, most notably
Bates and De Roo (2000), Bates et al. (2010), and Neal et al. (2012a).

When applying the bmi’ed LISFLOOD-FP model, please note the following:

1. It was built upon version 5.9 of the original model. Since the development of the bmi’ed
version, the default version proceeded in its development and functionality while the
bmi’ed version did not. Some of the functions and processes you may be used to from
the higher version numbers than 5.9 may thus not be available in the bmi’ed model.

2. The model was developed for Linux systems only. Applying it on Windows platforms
is thus not (yet) possible. Feel free to add a compiled executable, it is very much
welcomed.

Delft3D Flexible Mesh
Delft3D Flexible Mesh is a hydrodynamic model developed at Deltares allowing for the use
of various grid types such as regular, irregular, and curvilinear grids. Its numerical solver
is described by Kernkamp et al. (2011). It contains a wide range of possible applications
which are documented in the technical manual to be found at https://content.oss.deltares.nl/
delft3d/manuals/D-Flow_FM_Technical_Reference_Manual.pdf. A user manual is available
at https://content.oss.deltares.nl/delft3d/manuals/D-Flow_FM_User_Manual.pdf.

Besides, the following is important to know if you are intending to apply Delft3D Flexible
Mesh:

1. The Delft3D Flexible Mesh model is not yet openly available but it is estimated that this
will happen in 2019. Until then, the model is unfortunately only available upon request.

2. The model code and thus model functions are still under development. It may be worth-
while checking for additional or new features which were not yet available at the time
of writing.
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